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Requirements
Connecting things together

● Written in C++
● Event-driven
● Architecture based on:

● One or more archiving engines (EventSubscriber TANGO ds)
● Configuration management (ConfigurationManager TANGO ds)
● Libraries for data insertion and extraction (C++ and Java)
● Data extraction TANGO ds / clients

● Fast
● One database for slow and fast archiving (up to 1 Khz, luckily even more)

● Flexible
● Easy to manage and maintain even without GUI frontends

● Self contained
● Single source for all configuration parameters (TANGO DB)

● Modular
● Abstraction libraries to support different database engines and schema

● Support for existing HDB schema on MySQL
● Support for hdb++ new schema with improved features (µs timestamp)
● Support for noSQL back-end (Apache Cassandra)
● Easily extensible to additional database/schema

● Scalable: same as TANGO, deploy as many DS as you need
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HDB++ design guidelines
Connecting things together

HDB++ Archiver TANGO device server (EventSubscriber)
- event based
- all the configuration stored in the TANGO device
- one thread in charge of event(s) subscription and callback execution: fills a FIFO acting as producer
- one thread in charge of pushing data into the database; reads the FIFO as consumer
- device methods allow to perform the following per-instance operations:

- start the archiving for all attributes
- stop the archiving for all attributes
- start the archiving for one attribute
- stop the archiving for one attribute
- read the number of attributes in charge
- read the list of attributes in charge
- read the configuration parameters of each attribute
- read the number of working attributes
- read the list of working attributes
- read the number of faulty attributes
- read the list of faulty attributes with diagnostics
- read the size of the FIFO queue
- read the number of attributes pending in the FIFO
- read the list of attributes pending in the FIFO

- the EventSubscriber exposes some additional figures:
- for each instance, total number of records per time
- for each instance, total number of failures per time
- for each attribute, number of records per time
- for each attribute, number of failures per time
- for each attribute, time stamp of last record

- the following operating states are foreseen:
- ON: archiving running, everything works
- ALARM: one or more attributes faulty or the FIFO size grows above high-mark threshold
- FAULT: all attributes faulty
- OFF: archiving stopped
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HDB++ design guidelines
Connecting things together

HDB++ Configuration TANGO device server (ConfigurationManager)
- the ConfigurationManager TANGO device server shall be able to perform:

- manage the request of archiving a new attribute
- create an entry in the database if not already present
- setup the attribute's archive event configuration
- assig the attribute to one of the Archivers

- following some rules of load balancing (not yet available)
- to the specified Archiver

- move an attribute from one Archiver to another
- keep trace of which attribute is assigned to which Archiver
- start/stop the archiving
- remove an attribute from archiving

- the Configuration manager will expose some global statistics:
- total number of Archivers
- total number of working attributes
- total number of faulty attributes
- total number of events/s

Database interface
- C++ API to address reading and writing to the database

libhdb++ : HDB++ abstraction layer
libhdb++mysql : HDB++ schema support, MySQL back-end
libhdb++cassandra : HDB++ schema support, Cassandra back-end
libhdbmysql : legacy HDB schema support, MySQL back-end
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HDB++
Connecting things together

● First release running
● At ELETTRA

● on FERMI since fall 2013 with MySQL back-end
● on ELETTRA since spring 2014 with MySQL back-end

● At the ESRF
● since July 2014 with MySQL back-end
● Since October 2014 with Cassandra back-end

● Release update almost twice per year
● Bugfix
● New functionalities
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HDB++ meeting 25 June 2014
Connecting things together

Short term support Mid term support
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HDB++ meeting 19 Sep 2014
Connecting things together

Short term support
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HDB++ meeting 19 Sep 2014
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Mid term support
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HDB++ meeting 09 Dec 2014
Connecting things together

Short term support
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HDB++ meeting 09 Dec 2014
Connecting things together

Mid term support
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HDB++ meeting 08 March 2015
Connecting things together
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HDB++ design guidelines
Connecting things together

Data extraction

- C++ and Java native libraries

- The data extraction library shall be able to deal with event based archiving; the possible lack of data in the
  requested time window shall be properly managed:

- returning some no-data-available error: in this case the reply contains no data

- enlarging the time window to include some archived data; no fake samples have to be introduced

- returning the value of the last archived data anyhow; the requested time interval is kept and the last
   available data sample returned; the validity of the data is guaranteed when archive change event
   is used, care must be taken in case of archive periodic event

t2t1

requested time window

time

returned time window

t

data
sample

t2t1

returned time window
requested time window

timet

data
sample

archive change event thresholds

no data smples
t - t1
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HDB++
Connecting things together

One configuration manager

30 archivers

FERMI setup
Legacy HDB schema
- 1 host
- 1 configuration manager
- 30 archivers
- functional partitioning
- 5605 attributes total
- from 1 to 1005
  attributes per archiver

archiver for
statistics



14

HDB++
Connecting things together

One configuration manager

19 archivers

FERMI setup
HDB++ schema
- 1 host
- 1 configuration manager
- 19 archivers
- functional partitioning
- 5605 attributes total
- from 1 to 1467
  attributes per archiver
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HDB++
Connecting things together

lorenzo 

Beam Loss Monitors
201 devices, 5 attributes archived on each device
4 instances, polling tuned: 10 devices per polling thread (50 attributes, cached, read time ~ 0.5 ms each)
Periodic archiving, T=60s
One archiver instance → 1005 attributes

T=8min
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HDB++
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HDB++
Connecting things together

Qhdbextractor GUI
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The TimeMachine
Connecting things together
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HDB++
Connecting things together

What's missing?

Many things, including:

● Testing
● Documentation
● Installation instructions
● Packaging

● Tarball
● Debian packages


	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19

