IMD V4.0

IMD Overview

What's New in
Version 4

Chapter 1. Getting
Started

1.1 System requirements

1.2 Downloading IMD

1.3 Installing IMD

1.4 Starting IMD

Chapter 2. Modeling

2.1 Designating
materials and optical
constants

. Browsing the IMD
optical constants
database

. Materia designation

method 1: by
referenceto an

optical constantsfile
. Materia designation

method 2: by
specification of
density and
composition

2.2 Definining a
structure: specifying

IMD

Version 4.1, December 1998

David L. Windt

windt@bell-labs.com

www.bell-labs.com/user /windt/idl

Copyright (c) 1997-1998, David L. Windt, Bell Laboratories, Lucent Technologies. All
rights reserved

Overview - What is IMD and
what can 1t do?

IMD isapoint-and-click IDL application that can calculate specular and non-
specular (diffuse) optical functions of an arbitrary multilayer structure, i.e., a
structure consisting of any number of layers of any thickness, and of any
material. IM D includes a database of optical constants for over 150

materials, spanning the X-ray region to the infrared. It's also easy to use your
own optical constants if necessary, or to create new X-ray optical constants
for any compound, using tabulated atomic scattering factors for 92 elements.
IMD can be used for both modeling and for parameter estimation by
nonlinear, least-squares curve-fitting (including confidence interval
generation) to your own measured data.

The IMD graphical user interface allows you to quickly define the multilayer
structure you wish to consider. The general multilayer structure consists of
any number of individual layers, which can be grouped together to create
periodic (and optionally depth-graded) multilayers, if desired. Y ou can even
create 'groups of groups of layers, with no limit on nesting depth. Layers and
periodic multilayers can be inserted or removed anywhere in the stack.

Specular optical functions - reflectance, transmittance, absorbtance, electric
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field intensities, phase shifts, and ellipsometric psi and delta functions - are
computed using an algorithm that is based on recursive application of the
Fresnel equations [1], modified to include interfacial roughness and/or
diffuseness[2,3]. Non-specular reflected intensities can be computed using
either adynamical Born approximation vector theory [4], or the so-called
'‘Distorted-Wave Born Approximation' formalism [5-8], a scalar theory which
is nonetheless valid below the critical angle of total external reflection in the
X-ray region. For both specular and non-specular computations, a stochastic
model of film growth and erosion [9] can be used to account for the evolution
of interfacial roughness through the film stack. Alternatively, amore
conventional roughness model [10] can be used, with the option of defining

depth-graded roughness and correlation length parameters.

The specular and non-specular optical functions can be calculated not just as
afunction of incidence angle and/or wavelength, but also as a function of any
of the parameters that describe the multilayer structure (i.e., optical constants,
densities, layer thicknesses, roughness parameters, etc.,) and/or the incident
'beam’ (i.e., polarization, and spectral or angular resolution) Y ou can
designate as many as eight independent variables simultaneously. In
addition, individual structure parameters can be coupled to one another, so
that a single independent variable (or fit parameter) can be used to vary
multiple parameters.

An interactive visualization tool, IMDXPLOT, alows you to view, analyze
and print 1D or 2D 'dices through multi-dimensional optical functions; with
this visualization toal, it's possible to vary a given parameter and see the
resulting effect on the optical functionsinrea time. IMDXPLOT makes it
easy to overlay multiple optical functions on asingle plot, and to include a
variety of labels and legends; 2D 'dlices can be viewed as either surface or
contour plots Y ou can also overlay your own measured data in order to
compare interactively your measurements to the calculations.

Parameter estimation is afforded by fitting an optical function to your own
experimental data, using nonlinear, |east-squares curve-fitting, with an
unlimited number of adjustable parameters. any of the parameters that
describe the multilayer structure or the incident beam can be fit. Multi-
dimensional confidence intervals associated with the best-fit parameter
values can be estimated aswell, and IMDXPLOT can be used to view
confidence interval 'dlices in parameter space.

The IMD interface was created with the hope that you will not need to
consult this documentation very much. Nonetheless, contained in the chapters
that follow is a detailed description of how to use IM D for modeling and
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functions the IMD distribution, which illustrate some of IMD's unique modelling and
« Independent visualization capabilities. Y ou might also have alook at the preprint of
variables reference [11], to learn a bit more about the inner workings of IMD (as of
o Independent | yergon 3.1, that is.)
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optical parameter estimation. In addition, a variety of example files are included with
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Overview - What is IMD and what can it
do?

IMD isapoint-and-click IDL application that can calcul ate specular and non-specular (diffuse) optical
functions of an arbitrary multilayer structure, i.e., a structure consisting of any number of layers of any
thickness, and of any material. |M D includes a database of optical constants for over 150 materials,
spanning the X-ray region to the infrared. It's aso easy to use your own optical constantsif necessary, or
to create new X-ray optical constants for any compound, using tabulated atomic scattering factors for 92
elements. IMD can be used for both modeling and for parameter estimation by nonlinear, |east-squares
curve-fitting (including confidence interval generation) to your own measured data.

The IMD graphical user interface allows you to quickly define the multilayer structure you wish to
consider. The general multilayer structure consists of any number of individual layers, which can be
grouped together to create periodic (and optionally depth-graded) multilayers, if desired. Y ou can even
create 'groups of groups' of layers, with no limit on nesting depth. Layers and periodic multilayers can be
inserted or removed anywhere in the stack.

Specular optical functions - reflectance, transmittance, absorbtance, electric field intensities, phase shifts,
and ellipsometric psi and deltafunctions - are computed using an algorithm that is based on recursive
application of the Fresnel equations [1], modified to include interfacial roughness and/or diffuseness

[2,3]. Non-specular reflected intensities can be computed using either adynamical Born approximation
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vector theory [4], or the so-called 'Distorted-Wave Born Approximation' formalism [5-8], a scalar theory

which is nonetheless valid below the critical angle of total external reflection in the X-ray region. For
both specular and non-specular computations, a stochastic model of film growth and erosion [9] can be

used to account for the evolution of interfacial roughness through the film stack. Alternatively, amore
conventional roughness model [10] can be used, with the option of defining depth-graded roughness and
correlation length parameters.

The specular and non-specular optical functions can be calculated not just as a function of incidence
angle and/or wavelength, but also as afunction of any of the parameters that describe the multilayer
structure (i.e., optical constants, densities, layer thicknesses, roughness parameters, etc.,) and/or the
incident '‘beam’ (i.e., polarization, and spectral or angular resolution) Y ou can designate as many as eight
independent variables ssmultaneously. In addition, individual structure parameters can be coupled to one
another, so that a single independent variable (or fit parameter) can be used to vary multiple parameters.

Aninteractive visualization tool, IMDXPLOT, alows you to view, analyze and print 1D or 2D 'dlices
through multi-dimensional optical functions; with this visualization tool, it's possible to vary a given
parameter and see the resulting effect on the optical functionsin real time. IMDXPLOT makesit easy to
overlay multiple optical functions on asingle plot, and to include avariety of labels and legends; 2D
'slices' can be viewed as either surface or contour plots Y ou can aso overlay your own measured datain
order to compare interactively your measurements to the calculations.

Parameter estimation is afforded by fitting an optical function to your own experimental data, using
nonlinear, least-squares curve-fitting, with an unlimited number of adjustable parameters: any of the
parameters that describe the multilayer structure or the incident beam can be fit. Multi-dimensional
confidence intervals associated with the best-fit parameter values can be estimated as well, and
IMDXPLOT can be used to view confidence interval 'dlices' in parameter space.

The IM D interface was created with the hope that you will not need to consult this documentation very
much. Nonetheless, contained in the chapters that follow is a detailed description of how to use IMD for
modeling and parameter estimation. In addition, a variety of example files are included with the

IMD distribution, which illustrate some of IMD's unique modelling and visualization capabilities. Y ou
might also have alook at the preprint of reference [11], to learn a bit more about the inner workings of
IMD (as of version 3.1, that is.)
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Nonspecular x-ray scattering in a multilayer-coated imaging system

D. G. Stearns,? D. P. Gaines,” and D. W. Sweeney
Lawrence Livermore National Laboratory, P.O. Box 808, Livermore, California 94550

E. M. Gullikson
Center for X-Ray Optics, Lawrence Berkeley Laboratory, 1 Cyclotron Road, Berkeley, California 94720

(Received 6 January 1998; accepted for publication 11 April 1998

We present a rigorous theoretical treatment of nonspecular x-ray scattering in a distributed imaging
system consisting of multilayer-coated reflective optics. The scattering from each optical surface is
obtained using a vector scattering theory that incorporates a thin film growth model to provide a
realistic description of the interfacial roughness of the multilayer coatings. The theory is validated
by comparing calculations based on measured roughness to experimental measurements of
nonspecular scattering from a Mo—Si multilayer coating. The propagation of the scattered radiation
through the optical system is described in the context of transfer function theory. We find that the
effect of nonspecular scattering is to convolve the image with a point spread function that is
independent of the coherence of the object illumination. For a typical soft x-ray imaging system, the
scattering within the image field from the multilayer coatings is expected to be slightly greater than
for single surfacegas normalized to the reflectivityThis is because the roughness of the coatings
includes both replication of the substrate roughness and the intrinsic roughness of the multilayer
growth process. Our analysis indicates that the current multilayer coating technology is capable of
producing soft x-ray imaging systems that have acceptably low levels of scattering, provided that
the optical substrates are sufficiently smo¢®0021-897¢08)02214-2

I. INTRODUCTION cally. The effect of the roughness is to remove intensity from
the image(the specular fiel[dand scatter it throughout the
Advancement in areas such as extreme ultravi@etv)  image field. This nonspecular scattering is problematic for
lithography and x-ray astronorfyare spurring dramatic im- two reasonsi(1) it decreases the useful throughput of the
provement in the performance of optical imaging systems fobptical system andp) it produces a background halo which
the soft x-ray regime (£ <100 nm). The ultimate goal is reduces the contrast of the image.
to achieve high throughput with resolution near the diffrac-  Soft x-ray imaging systems are particularly susceptible
tion limit. This requires the use of all reflective, distributed to nonspecular scattering. The first reason is that the optics
imaging systems working near normal incidence. Howeverare by necessity all reflective. The second reason is the well-
the normal incidence reflectivity of all materials is very low known X\ ~* dependence of the cross section for dipole scat-
at soft x-ray wavelengths. The problem is overcome by coattering. For a given interfacial roughness, the nonspecular
ing the optical surfaces with multilayer films, which in- scattering increases rapidly with decreasing wavelength. The
creases the reflectivity by several orders of magnitude inmplications for high resolution imaging are clear: the optical
comparison to a single surface. There are yet many potentisubstrates and multilayer coatings must be very smooth to
problems that can degrade the image formation and limit thavoid significant scattering. But how smooth is smooth
resolution. One of the most important of these is the nonenough? The answer to this question is of both fundamental
specular scattering from the multilayer coatings. and practical interest. Fundamentally, there has been until
The ultimate resolution of a soft x-ray imaging systemnow a general lack of understanding of the effects of scatter-
depends in detail on the nonideal nature of the optical subing in a multilayer-coated imaging system. From a practical
strate and the interfaces in the multilayer coatings. Thesperspective, the time and cost of producing figured optical
structures are imperfect at all spatial frequencies. The errorsubstrates increases dramatically with the smoothness of the
at frequencies less than10 cm * are called figure error and surface. An accurate model of scattering is needed to derive
are treated deterministically. The figure errors produce amealistic specifications for surface finish that can be used as a
aberration of the image that can be calculated using ray traguideline for manufacturing precision optical components.
ing techniques. The errors at higher frequency are called The problem of nonspecular scattering of x rays from

roughnesgor surface finishand are usually treated statisti- multilayer films has been addressed by many authors in re-
cent years~’ It is now understood that the scattering from a

ACurrent address: OS Associates, 1174 Castro St., Suite 250, Mountaligmu't”ayelt film is fundamentally different Fhan the Scatt_ermg

View, CA 94040; electronic mail: healthst@ricochet.net rom a single rough surface. The multilayer scattering is

BCurrent address: Ultratech Stepper, 3050 Zanker Rd., San Jose, CA 9513gharacterized by strong interference effects, due to the cor-
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relation of the roughness of the different interfaces. Reso-
nances in the scattering were theoretically preditteahd poncipal - _p
have been experimentally obsenfed® Dynamical effects Y
arising from the multiple specular reflection and extinction
of the scattered radiation can also be importapayticularly 7
in the vicinity of a specular Bragg peak. We will show that fs\,':f;tm
these unique characteristics of the scattering from multilayer
coatings have important consequences in an imaging system.

There have been previous attempts to address the prob-
lem of nonspecular x-ray scattering in an imaging system.
Church and Takad$ have considered the scattering in a
simple imaging system consisting of a single reflecting surfIG. 1. Schematic diagram of a distributed imaging system showing the

. L - ajectory of the principal ray. TheX(Y,Z) coordinate system of the rough
face operating near normal incidence. Here the mumla‘yegurface is related to thex(y,z) coordinate system of the exit pupil through

cpating is treateq as a Sil'"lgltl-:‘ rOUQh Sur'face- HaABps ;4 rotation of angley. The exit pupil is located a distan@e=zp from the
discussed scattering in a distributed imaging system, and hasugh surface.

proposed arad hocmethod for incorporating the effects of

multilayer coatings. More recently, Singgt al'® have ap- _ _ _ _ . .
plied a Monte Carlo ray tracing technique to simulate non_and obtain an effective pupil function for the distributed im-

specular scattering in a Schwarzschild imaging system. Iﬁging system. The intensity distribution at the image plane is

spite of this previous work, we believe that the current un-derived in Sec. IV. We show that the effect of scattering is to

derstanding of scattering in a soft x-ray imaging system iSconvolve the image with a point spread function independent

incomplete. In particular, these important issues have yet t8f the cq:erttar?ce statef of IE.T object |1I_um|nat|c(;n. In Sletc. t\é
be adequately addressed: we consider the case of multilayer coatings, and we relate the

(1) Owing to the high spatial frequencies characteristicpomt spread function to the angular scattering distributions

of roughness there is significant diffraction of the scatterecIro.m the_: m_ultll_ayer_coatmgs._The calculation of the;e scat-
ering distributions is the topic of the next two sections. In

field as it propagates between the optical surfaces that pr% X o
duce the scattering and the exit pupil. How does this diffrac- ec. VI we review a thin film growth model that has been

tion affect the pupil function and the image formation pro- previously developéd to describe the interfacial roughness

cess in the context of the transfer function theor ofm multilayer coatings, and we apply this model to measure-

imaging? y ments of roughness in a Mo-Si multilayer film. The
) It.is well known that the coherence state of the Objectmultilayer scattering problem is treated in Sec. VIl using an

. O X . . . existing scattering theory extended to include dynamical ef-
illumination is an important parameter in the imaging pro-

cess. What is the relationship between the coherence staft%CtS in the scattered'fleld. To vallqate the scattering theory,
X . We compare calculations to experimental measurements of
and the effects of scattering on the image process?

. . : nonspecular scattering from a high-performance Mo-Si
(3) The scattering from a multilayer coating occurs over : . L
2 large number of interfaces throuahout the volume of themult|layer coating. In Sec. VIl we evaluate the scattering in
film gI'he magnitude and distributio% of scattering de endsa Soft x-ray imaging system in terms of conventional perfor-
' 9 g dep mance parameters, namely the point spread function and the

on the detailed structure of the roughness of the ir'terf"’me%ptical transfer function. We close our discussion by model-

What is a correct description of the roughness of a muItiIaye\r Lo N .
. L ng the effects of scattering in a hypothetical imaging system
coating and how is it related to the roughness of the sub- g g yp ging sy

trate? designed for EUV lithography.

S rai. What the ch teristics of th ttering f Throughout the course of the theoretical development
(. ) at are the characterstics ot Ine scattering om g, \aye several critical assumptions and approximations. It

multilayer coating, partlcul_arly in the vicinity of _the Bragg is important to observe the restrictions and constraints im-

peak, and how do they differ from that of a single roughposed by these approximations whenever the theory is ap-

? i ioti i - . e . . .
surface? In. partlcul_ar, the description of the scatterln.g prop“ed to specific imaging systems. The approximations are
cess must include interference effechiom the correlation

of the interfacial roughnegsdynamical effectg§multiple re- 22%2%3?3_ as they appear in the text and are summarized in
flection of the incident and scattered figldsnd extinction of
the scattered radiation in the film. |1, DERIVATION OF THE TRANSFER FUNCTION

To investigate these issues we present a comprehensivé
theoretical description of scattering in a soft x-ray imaging  Consider a distributed imaging system consistingNof
system, which includes rigorous treatments of the image forreflecting surfaces and having a real aperture stop as shown
mation process, the roughness of the multilayer coatings, and Fig. 1. The Cartesian coordinates of the object plane and
the scattering process. In the following section we derivethe image plane ar&, ands;, respectively. We introduce
following Born and Wolf** a very general expression for the the scale normalized coordinates for the object plage,
transfer function that relates the mutual intensity at the objece MS,, whereM is the lateral magnification of the optical
and image planes. In Sec. lll we consider the scattering in aystem. This allows us to describe an object point and its
distributed imaging system having single reflecting surfacesGaussian image point by the same coordinate values. The
We explicitly include the diffraction of the scattered field aperture stop of the imaging system limits the angular dis-
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persion of rays through the system. For a point object, thaite size there will be many of these patches within the area
ray that intersects the center of the aperture stop is called thibuminated on the optical surface. If the surface is suffi-
principal ray. The image of the aperture stop by the part otiently ergodic then each patch represents a different con-
the optical system which follows it is called the exit pupil. figuration of roughness, and the ensemble average can be
The exit pupil is located a distanéefrom the image plane. replaced by an average over the illuminated surface area.
The amplitude of the radiation field at the plane of the exit
pupil is called the complex pupil functioz(s).

Let the object be illuminated by quasimonochromatic ra-
diation of wavelengthn. The mutual intensity functions in

the object and image planes alg(s,S') andJy(s;,s;'), To proceed further it is necessary to derive an expression
respectively. Following Born and wdft the Fourier trans-  for the pupil functionG(s) that includes scattering from the
forms of the mutual intensity functionsJo(f,f’) and  optical surfaces. For the moment let the optical surfaces be

lll. EFFECTIVE PUPIL FUNCTION

Ja(f,f"), are related by single surfacegnot coated with multilayer films and as-
sume that all but one of the surfaces are perfectly smooth, as
J1(f,f)=G(\RHG* (—\Rf")Jo(f,f"), (1)  indicated in Fig. 1. Since our goal is to determine the effect

wheres=\Rf are the coordinates of a point in the plane of of scattering on the pupil function, we can neglect the cur-

the exit pupil. This description of the transfer of the mutual Vature O_f the_ incident wavefront and the optlcz_il surface
intensity function through the imaging system is only valid (these will be included latgrThen let the specular field be a

~ ikh-x . . X S
within two important approximations. These are: plane wave,ee™ ", of unit amplitude and polarizatioe

(a) The angle between the principal ray and any othefncident onto the rough surface with an anglémeasured
ith respect to the normgl The field is reflected by the

ray that propagates through the imaging system is small’ X :
Specifically, if we denote the angle as then the approxi- surface and propagates to the plane of the exit pupil. Choos-

mation is ing the plane of the exit pupil to be perpendicular to the
principal ray, we find tha® is also the angle between the
Sin? p<1. 2 normal to the exit pupil and the normal to the rough surface.
An expression for the field scattered by the rough sur-
We call this the “small angle approximation.” face has been derived in a previous paférhe results are

(b) For a point object, the pupil function is independentvalid under the following approximation:
of the location of the point in the object field. In this case the  (c) The scattering is weak so that multiple scattering and
point spread function is independent of the position of theshadowing effects can be neglected. This is called the “Born
Gaussian image point, and the system is callechpproximation.” This approximation is generally valid for
“isoplanatic.” In practice, the assumption of isoplanacity x-ray wavelengths at angles of incidence away from the criti-
restricts the applicability of the transfer function formalism cal angle for total external reflection.
to objects of small spatial extent. The component of the scattered reflected fiEfi(x)
The effect of scattering from roughness at the opticahaving polarizatiora (S or P type) can be written as:
surfaces is to modify the pupil function in a simple way. Let
Go(s) be the pupil function for the optical system without _ R A . )
rough surfaces. Her&, contains all of the standard deter- & E"(X)= 7 (a~e)f f (f f expliqxX)expiayY)
ministic information about the imaging system such as aber-

rations. We will show in Sec. Il that the effect of the rough- exdigqzH(X,Y)]
- ——————— dXdY
ness can be represented as a pure phase modulation: gz(gz+knz)
G(9)=Gy(9exdiD(s)] 3) Xexp(ikm-x)dmydmy . 5)

HereA=1-¢, wheree is the dielectric constant of the sur-
face materialg=k(m—n) is the change of momentum of
the x-ray photon andH(X,Y) is the surface height function
, , describing the roughness of the surface.
(J2(f,F))=Go(ARD G5 (—ARF) The expressiol5) for the scattered field has a straight-
X (exi(P(NRF) — ®* (— AR ) NIg(F, ). forward physical interpretation: it is simply an expansion of
the scattered field using the plane waves #xp(x) as a
@ pasis set. The guantity in brackets is the scattering amplitude
The angular brackets denote taking an ensemble averagé the plane wave mod@. Note that there are two different
over many configurations of the rough surface. In practicespatial coordinate systems in E(). The relationship be-
this is realized by the breaking up of the coherence of théween these coordinate systems is illustrated in Fig. 1. The
illumination of the surface due to the finite size of the object.coordinate systemX,Y,Z) is defined such that is normal
For a coherently illuminated object of siteand a distance to the plane of the rough optical surface andYh& plane is
D between the object plane and the optical surface, the sizie plane of incidence. The coordinate systeqy(z) hasz
of the patch on the surface over which the illumination isnormal to the plane of the exit pupil. The transformation
coherent is approximatelyD/2L. For typical sources of fi- between the two coordinate systems is a rotation through an

where®(s) is a function directly related to the structure of
the rough surfaces. Then substitutif8) into (1) we obtain
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angled about thex=X' axis. The momentum transfer vector These expressions are valid within the small angle approxi-
g in the two coordinate systems is related according to mation (a), which requires thafjxy andqy be small. Noting

_ that
ax=0x
Qy=c0s 6, +sin 6q,=cos A+ 2k cog #sin 6  (6) n=sin §Y — cos #Z=sin 26y — cos ¥z )
gz= —sin 6q,+ cos 6q,=2k cos 6. we rearrange Eq5) to get

a-ER(x)=(1/47%)rSP cos 6 expiky sin20)exp(—ikzcoszﬁ))ffff exp(iq- X)exp( —igyX)

xXexp(—i cosfq,Y)exp —2ik cog 6 sin 0Y)exy — 2ik cos OH(X,Y)]dXdYdgdaq, (8

whererSP=A(a- €)/4 cog 6 is the specular reflectance amplitude from an ideally smooth surface.
Next we propagate the reflected field to the plane of the exit pupil at pogitian . The field in this plane is the complex
pupil functionG(s) wheres=s,x+ sy§/. Then using Eq(8) the pupil function becomes

G(s)=(1/47?)rSP cos 6 exp(ik sin 20s,)exp( —ik cos Bzp)

<[ | [ | emtiasoexsiasexsiaz)

X exp(—igyX)exp(—i cos fq,Y)exp —2ik cog 6 sin AY)exd —2ik costH(X,Y)]dXdYdgdq, . 9

This is the correct expression for the pupil function that includegdfgifican) diffraction of the scattered field on its way
to the exit pupil. However, the propagation of the mutual intensity, as described if1)Egequires the determination of the
transfer function(G(s)G* (—s')). Substituting from Eq(9) we have

(G(9)G*(—9'))=(1/16r")Rsp cos’ 0 exy ik sin 26(s,+s,)]
<[ [ [ | extiasiexstias, exstiazorexiaspextiass)exs —iazz)
xfffj(exp{—Zik cos [H(X,Y)—H(X",Y")]Hexp —iq,X)exp(ig,X")
xexd —i cos0(q,Y—q,Y")]exp —2ik cog 6 sin 6(Y—Y')]dXdYdXdY'dq,dqg,dgedg;,. (10

We make the following assumptions about the statistical properties of the roughness:

(d) The surface heighitl(X,Y) is a Gaussian random variable, is stationary and is ergodic in the sense that the ensemble
average can be replaced by an average over the illuminated surface area.

The assumption thadt is stationary leads to an important simplification: the quantity in the bra¢keti®epends only on
the separation of the pointd=X—X" andV=Y—-Y"’. In particular, if we define

F(U,V)=(exp[—2ik cos [H(X,Y)—=H(X",Y")]}) (11
then the inner integral in Eq10) becomes
fff f F(U,V)exp(—igyU)exp(—i cos #q,V)exp —2ik cog 6 sin OV)exd —i(gx—ay)X']

xexd —i cosf(q,—qy)Y']dX'dY'dUdV

=cos ! 05(qx—q)’()5(qy—q)’,)f f F(U,V)exp( —igU)exp(—i cos fq,V)exp —2ik cos’ 6 sin 6V)dUdV. (12

Substituting(12) into (10) we obtain:
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(G(s)G*(—9'))=(1/4w?)RSP cos § exd ik sin 2e(sy+s;)]J J J f F(U,V)exp —2ik cog 6 sin 6V)

xexgigy(sc+sy—U)lexdiqy(s,+s;—cosdV)]da,dg,dUdV

s,+S,
s+, u) (13

_ pSP ’ ’ — RS
=R cosoffF(U,V)a(sx+sx—U)a(sy+sy—c030V)dUdv—R F o

We find that the transfer functiofG(s)G*(—s')) does not  optical surface into a particular nonspecular directiomill
depend orgp, the distance between the optical surface ande imaged by the subsequent optics to a different psjii

the exit pupil. In other words, the diffraction of the scatteredthe image plane. Tracing rays back through the imaging sys-
field between the optical surface and the exit pupil does notem from the image poins;, the propagation through the
contribute to the image formation. This surprising conclusionimaging system of the radiation scattered into directiois

is due to the process of averaging over an ensemble of coieund to be equivalent to the imaging of a point source at the
figurations corresponding to a stationary distribution.conjugate positiors) in the object field. Consequently, the
Diffraction effects must cancel out in the ensemblepropagation of the scattered radiation that intersects the im-
average because all points on the optical surface arage field is equivalent to the propagation of radiation from an
equivalent. Consequently, for the purpose of evaluatingsxtended object in the absence of scattering, a process that is
(G(9)G*(—¢')), we can map the rough surface directly correctly described by transfer function theory.

onto the exit pupil as if there was no separatiap=0). The Thus far we have considered the scattering from a single
effect of the roughness on the pupil function can be reprerough surface. We next consider an imaging system where
sented as a simple phase modulation each of theN reflecting surfaces has a roughness described

by a unique height functioHl ,(X,,,Y,). We assume that the
. (19 roughness of the different surfaces each satisfies the condi-
tions(d) for stationary and ergodic distributions, and are mu-

Here we have reintroduced the effects of the wavefront Cur'gually statistically independent. The effective pupil function

vature and surface figure in the fact@g(s), which is the for the (‘-::nt|re mlaglng system can be derived by imagining
. L ; that we “turn on” the roughness of each surface sequentially
pupil function in the absence of scattering. The factegs

—s,/X and a,=s,/(Y cos¢) account for the change of gnd apply Eq(14) iteratively. In particular, the pupil func-
: . . tion for n rough surfaces becomeé, for the case oh+1
scale between the optical surface and the exit pupil, as de- . . :
i . . fough surfaces, etc. Then the effective pupil function for the
termined, for example, by the change in separation of the N .
. : . . éntire distributed system is
extrema rays. The scaling relationship fgrincludes a fac-
tor of cosé to account for the angle of inclination of the G(s)=Gy(s)exgid(s)]
optical surface with respect to the plane of the exit pupil. We N
- . . . S
emphaS|_ze that Ec(;L4) |s.not the correct pupil function for = Gy(9)ex —2k2 cos Ban(—X, Sy )
any particular configuration of surface roughness. It can be n=1 Qyn Qyp COS O,
used, however, as agffectivepupil function, in the sense
that it produces a correct result in the calculation of image
. . A
formation yvhen the quant|t)/(G(_s)G ( _s)_) is averaged IV. DESCRIPTION OF THE IMAGE
over a statistically random arsfiationarydistribution of con-
figurations. o Having derived the effective pupil function, we now ap-
At first glance it might appear that E¢L4) cannot cor-  ply the transfer function formalism of Ed4) to obtain a

rectly account for all of the radiation scattered within the description of the image. We begin by evaluating the quan-
imaging system. For example, radiation scattered at larggty

angles by the first optical surface in the distributed syste , . ,
will not pass through the subsequent optics and reach the erz'?xq' (B(5)=P*(=s)])
pupil. Yet within the context of the transfer function theory, N
the roughness of each optical surface is mapped onto the exit = < exp{ —2ik Z cos 6,
pupil and all of the scattering occurs at the exit pupil. The n=1
resolution of this apparent inconsistency is to understand that

o

Sy Sy )

G(s)=GO(s)exr{—2|k cos 6H ay’ @y C0S6

(15

Sy sy )

Sy Sy
Hyl —, ————
Qyn ayp COS 6,
any scattered radiation that in reality does not reach the exit ,
Qyn  Qyp COS O,

. (16
pupil, is scattered outside of the image field in the transfer ]>

function description; the transfer function theory Correctly” can be shown generaﬂg/that for Gaussian random vari-
accounts for all scattering that intersects the image field. ThigplesB,, the ensemble average reduces to

can be illustrated using the following argument. Consider the )

ideal imaging system that images a point objecsato a <ex;<2 Bn> > =exr{£ < 2 B ) H (17)
point s; in the image plane. The scattering from a rough n 2 N
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We have assumed that the roughness of the different optical 0 ) . , )
surfaces is completely uncorrelated, requiring tHatH ) ‘]1(81151):J J Go(ARH Gy (—ARf") Jo(f, ")
=0 for n¥m. Then we obtain

(exfi(P(s)—P*(=s)])

Xexp2mis,-fexp(2mis)-f)dfdf’, (23

is the mutual intensity at the image plane in the absence of

N ) roughness. Sinc€,, is dependent only on the difference vec-
=ex _4k2n§=:1 cog On(Ha(Xn,Yn) tor u,, the double integral i122) collapses to yield,
N (Ju(s1,8))=J3(s1,8D)* 8(8—8))
+4k2Y, cof O(Ha(Xn, Yo Ho( =X, =Y |,
n=1 memmnE T xex;{—4k22 cog Ono?
(18) "

where X,,Y,) =[(S¢/ax)(sy/ay, cos6y)] are the spatial xf f exp{4k22 cog 6,Cp(Up)
coordinates on thath optical surface. The assumption that n
H is stationary requires that the quantitd?(X,Y)) be in- X exp(2mis, - v)dv, (24)

dependent of X,Y) and the quantity(H(X,Y)H(—X’, ) S )
—Y’)) depends only on the separation of the poidts X vyherevzf+f’. The intensity distribution is obtained by set-
+X" andV=Y+Y’. These statistical quantities are conven-1ing s;=s;. Then,

tionally defined in terms of the surface height variance

wherea is called the root-mean-squaf®ns) roughness, and (I 1(Sl)>:|2(S_L)*eXF{ —4Kk2Y, cog G073
the height—height autocorrelation functi@y given by :

xff ex;{4k2; cog 6,C(up)

X exp(2is; - v)dv. (25

Further simplification is possible if each surface is suffi-
1 ciently smooth to satisfy the following condition:
CUV)=% f HXY)H(U+X,V+Y)dXdY.  (20) (e) The deviations of the surface heidht(X,,Y,) from
the ideally smooth surface are small compared to the radia-
Here we have replaced the ensemble average with an averaien wavelength such thatk2cos 6,H(X,,Y,) <1 for all X, ,

over the aread, of the illuminated surface. We write Yn. We call this the “small roughness approximation.” A
necessary consequence of the small roughness approxima-

0'25% f H2(X,Y)dXdY (19

and

N tion is that the power scattered into the nonspecular field is
<exp[i(<I>(s)—CI>*(—s’)]>=exp< —4k2nZl cos 6,07 small compared to the specularly reflected power, a condi-
- tion that is implicitly satisfied by high-performance optics.
N For a randomly rough surface the autocorrelation func-
+4k2nZl oS’ 0,Cr(Up) |, tion C, will have a maximum value of-2. Then invoking

the small roughness approximation, we can expand the ex-
(21)  ponential in the integrand in E425) to obtain

h
where (I1(51)>=I(1’(sl)*exr{ —4k?>, cog ena§>
Sy+Sy . sytsy . ’
U= : k?
an ayn COS B, x| 8(s)+ 322 > @nayn COS 6,
n

The final step for determining the intensity distribution

in the image plane is to take the inverse Fourier transform of X PSD, ynS1x  @yn COS 6,,Syy 26)
(J4(f,f")). Applying the convolution theorem to E¢4) we AR AR
obtain

Here PSI is the (power spectral densitof the nth surface,

which is the Fourier transform of the autocorrelation func-
<J1(si,31)>=J?(sl,Si)*exp( —4K2>, cod Gncrﬁ) tion.
" The result shown in Eq.26) has a simple physical in-
terpretation. The effect of the surface roughness on the for-
mation of an image is to convolve the image that would exist
in the absence of scatterinlﬁ,, with a point spread function
Xexp(2mwis;-flexp2mis - f')dfdf’. (22)  due to scattering

Here (11(s1))=12(s))* kPSFYs)). (27)

xff exp{4k2 > cog 6,C,(uy,)

n
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The point spread function, PSFconsists of two parts: The incident specular field scatters at each of the multilayer
dP,(s,) interfaces, and these contributions add coherently to produce

E n . (29) a total scattered field. Hence, in principal, the calculation of

n ds; the scattered field from a multilayer coating requires knowl-

The first term is the contribution from specular reflection. Itedge of the PSD of each of the interfaces, as well as the
is simply a delta function reduced by the Strehl fact®y, correlation of the roughness between every pair of interfaces.

1
PSFY(s)=—|Sd(s) +

where: It is intractable to measure the roughness of each interface in
each coating of an imaging system. We have found that an

S=H Sn:H expl — 4k? cog Gnaﬁ). (29) effective approach to this very complicated problem is to

n n describe the multilayer interface structure in terms of a

The Strehl factor represents the power removed from th&MPle multilayer growth modef. The model provides a
specular field due to nonspecular scattering. The second terijaightforward method for describing all of the detailed
in the PSF corresponds to the power per unit area Scattere$t§ructural information required by the scattering theory in

into the image plane given a point source in the object pland®MSs Of & small set of fundamental parameters. A descrip-
tion of the multilayer growth model is presented in the next

where i
section.
dPn(s) _ 4k*S o oS 8 The nonspecular scattering from a multilayer film is fun-
ds AZRZ TXnTyn " damentally different than the scattering from a single sur-

p face. This is because the scattered field is the coherent su-
xPSQ( a’xnslx, @yn COS ”Sly> (30)  Perposition of the fields scattered by each of the interfaces.
AR AR Just as the specular reflectance is a resonance property of the

The factorx accounts for any loss of integrated image inten_.coating,_ the nonspecular scattering exhibits resonance behav-
sity due to, for instance, scattering outside of the image fieldor that is absent in the case of a single surface. The phenom-

or absorption in the multilayer coating. It is defined by enon of resonant nonspecular scattering has been discussed
previously>® The scattering is enhanced whenever the mo-
KEI j 55(51)+2 dPn(sy) ds, (31) me_ntum change normal to the film is equ_al to a reqiprocal
n ds; lattice vectorandwhen the structure of the interfaces is cor-

which ensures that the PSF integrates to unity. related f_rom Ia_yer to Iayg(i.e:, is_ at least partially (?onfpr-
We note that the effect of scattering on the image for-_m"’“)'_-rhIS has |mp9rtant implications _for the scattering in an
mationis independenof the coherence of the illumination of Imaging system. Since the s_pecular field is near the center of
the object. All of the coherence effects in Ha9) are con- j[he Brggg peak, th_e_scatterlng at small anglgs will necessar-
tained in the imagé®(s,) formed in the absence of scatter- ily satisfy the _condlthns for resonar_lt scattering. To the ex-
ing. The effect of scattering is to convolve this image with atent that the interfacial roughness is purely conformal, the

PSF® that is independent of the coherence state. This interMultilayer film will behave like a single surface having the
esting result is due to the process of taking an ensemblPughness of the substrate. However, we will see that realis-
average over the statistical distribution of configurations ofiC Multilayer films have intrinsic interfacial roughness that
surface roughness. The coherence state of the source det8todifies the substrate roughness and reduces the conformal-
mines the specific illumination of the rough surface. How- Ity of the interface structure. These “multilayer effects” tend

ever, taking the ensemble average makes each surface pofft&nhance the resonant scattering at small angles and sup-
equivalent in terms of its contribution to scattering, which Preéss the scattering at large angles. To accurately describe

means that the specific illumination pattern cannot effect th&h® scattering from realistic multilayer film we must account
scattering distribution. for the variation of the interface structure through the film,

and the interaction of the radiation field with each interface.
Once the scattered field is outside of the multilayer coat-
ing, its propagation through the distributed optical system to
Thus far we have assumed that the optical surfaces athe image plane is described by the transfer function formal-
single reflecting surfaces. In fact, these surfaces are coatésin derived in the previous section. In particular, the effect
with multilayer films to produce efficient reflectivity at soft of scattering is to convolve the image with a PS&s de-
x-ray wavelengths. Although the reflectance from a singlescribed by Eg.(28), where now the quantitiesS, and
surface is small at these wavelengths, the reflections frordP,/ds; correspond to the contribution from thath
each interface in the multilayer coating add constructively tanmultilayer-coated optical surface. The roughness ofrttie
produce a large total specular reflectance. For example, fore@oating reduces the specular field by a factorSpf the
single Mo surface the normal incidence reflectance of sofpower per unit area scattered hth coating into the image
X rays at a wavelength of 13 nm i80.15%; the reflectance plane(for a point sourcgis dP,/ds;.
from a Mo—Si multilayer coating consisting of 40 bilayers of To derive an expression fadP,/ds;, we relate this
period 6.8 nm is~70% (see Sec. VI quantity to the angular distribution of power scattered from
Multilayer coatings typically have roughness at the layerthe nth coating. The power incident at the poisit in the
boundaries, due to both replication of the substrate roughnessiage plane corresponds to radiation that is scattered by the
and roughness introduced during the film growth processath coating into the directiom, given by

V. EXTENSION TO MULTILAYER COATINGS



1010 J. Appl. Phys., Vol. 84, No. 2, 15 July 1998 Stearns et al.

AnySix The rms roughness and correlation lengtlf of the surface
Mx="R change with the thickness of the growifgr eroding film.
The scaling laws predict that~ 7 andé~ 77/, wherer is
@nyS1y COS O, the thickness of the film angd is a second independent scal-
my=——¢  Tsind, (32 ing parameter.
) The second approathof describing the roughening of a
Mo — &y sin 0, S +COS 0 surface is through the use of a kinetic continuum equation
z R by n for the evolution of the surface heighit(r). The linear ver-

sion of such a continuum equatidto lowest order irH) has

Note thatm is projected onto theX,Y,Z) coordinate system
bro) X ) y the form:

of the rough coating. The power distribution in the image

plane is related to the power scattered per unit solid angle by  gH(r) . an
the nth coating according to Py [ VIH(r)[+ o (36)
dPn(s) _ anxany > dPy(m,a;n,e) (33 I this approach the evolution of the surface roughness is
ds, RR? 4 dQ ’ viewed to be a competition between relaxation of the sur-

face, wherev is an independent growth parameter that char-

whereRﬁP s the specular reflectivity of the coating ande acterizes the relaxation process, and the stochastic roughen-
are the direction of propagation and the polarization of theIn due to the random ghot no’i of the de osition(org
incident field, respectively, and we must sum over both po- 9 e P

larization states of the scattered field. In essence, E@2) Egg?\é?}dspigcdeasr?{ \é\:]htehné ;Surr;gtszgl\rlsﬁ trr:i;srj[v:ﬁirlrentg‘e Egc.:on d
and(33) represent two mappings: first tim¢h rough coating P 9

is mapped onto the exit pupil and second the angular distri'Eerm Increases the r_oughness W.'th film thl(_:kness. The_ expo-
bution of scattering from the rough coating is mapped to thenentn in the relaxat|0_n term varies accqrdlng to the kinetic
spatial coordinates of the image plane. Our task then reduce”s]echanlsm that dominates the smoothing process. Edwards

to finding the angular distribution of scatterindP,,/d(}, ;ned :(\alltltll('lr?sooi :rStr:r?ﬁg?d|aEZ§36)n;v;rh t?u; .Zm'flo Sr?c?g”obfethe
and the Strehl factds, for a multilayer-coated surface given >etting granular fayer un me infiu
an incident plane wave propagating in directibmwith po- gravitational potential. Herrirfg has identified several relax-

larization €. This problem is addressed in Sec. VII. How- ation mechanisms relevant to film growth corresponding to

. .. viscous flow (=1), evaporation and condensation
ever, before we can calculate the scattering from a multilaye e ! e
9 y (nz 2), bulk diffusion (=3) and surface diffusion

ing, we m in a realisti ription of the rough- . .
coating, we must obtain a realistic description of the roug n=4). It has been pointed out by Saldét al?? that, for

ness of the multilayer interfaces, which is the subject of the . . .
next section. igh-energy deposition processes su_ch as sputtering at low
pressures, the case nf=2 will more likely correspond to
the sputter and redeposition of adatoms via atomic bombard-
ment of the surface. Tong and Williahishave suggested
VI. GROWTH MODEL FOR MULTILAYER FILMS that by using a negative value ofthe first term in Eq(36)
Much attention has been given to the problem of theSd" als_o degcribe roughening pf the surface due to three-
roughening of the surface of a thin film by growth and ero__dlmensmnal |slgnd growt'h.. In this case- 1 corresponds' tq
sion. Stochastic theories of the evolution of the surface have land growth via deposition onto the surfgces of e?<|st|ng
been developed using two generally different approaches. | _Ianqs, andn=3 represents the growth of islands via the
the first approact® the phenomenological observation that |ffu5|or_1 of atoms on the surface. L
randomly rough surfaces are self-affine is used to derive Taking the Fourier transform of E(36) readily yields a

simple scaling laws describing the width of the interface as goluuon for the PSD of the growing surfate:

function of film thickness and the amount of surface area 1-exd —2v|27f|"7]
sampled. One consequence of the scaling theory is that the PSOf)=0 20|27 . (37
autocorrelation function for the rough surface is approxi- ) ) ]
mately described by Here ) is the volume of a constituent element of the film
oe (e.g., atom, molecule, clus}ett is surprising to find that the
2|4 ﬂl [) } for r<¢ scaling and kinetic continuum models predict essentially the
C(r)= 2 & ' B (34) same form for the PSD of the surface! A comparison of Egs.
0, forr>¢ (35 and(37) shows that the scaling parameters are related to

: . ) ) the exponent according to
where ¢ is the correlation length and is an independent

scaling parameter called the “roughness exponent.” The a@=(n—2)/2, B=(n—2)/2n. (39
corresponding PSD of the rough surface is given by The kinetic mode(36) predicts a characteristic shape for
a the PSD of a single layer grown on a smooth substrate given
p o282, for q<1/¢ by Eq.(37). An example is shown in Fig. 2 for several dif-
PSOf )= ) . (35  ferent film thicknesses and reasonable parameter values of
a o F2atD) for q=1/¢ Q=0.02 nn¥, v=2.5 nn¥, andn=4. The PSD is flat at low

7 &2 frequencies and rolls over to asymptotically approach a
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10 prr— T T laxation mechanismlarge v) to compensate the natural
f__t=125n roughening due to the stochastic nature of the deposition. By
1 25 nm 1 balancing the roughening and smoothing mechanisms, the
F roughness is never allowed to become large enough to trig-
< 10'1, AL 1 ger the nonlinear and nonlocal growth modes. We believe
g F 1nm that under these conditions the continuum model of (B6)
~ 10k 1 is an appropriate description of the thin film growth. This
9, view is supported by recent experimental stufligisrough-
a 104; ] ness in multilayer films.
Thus far we have considered the growth of a single
- T , . layer. We next extend the kinetic model to describe the evo-
10 -3 -2 -t 0 lution of interfacial roughness in a multilayer film. This is
10 10 10 10 :

achieved by considering the growth of a multilayer film to be
a sequence of single layers, each growing upon a ‘“sub-
FIG. 2. The theoretical PSD of the top surface of a film grown on a perfectlyStrate” corresponding to the underlying layer. Then the
smooth substrate at different values of the film thickness. The growth paroughness of an interface naturally separates into two com-
rameters aré)=0.02 nni, »=2.5 nnt, andn=4. ponents:(1) the “intrinsic” roughness due to the growth of
the ith layer, as would occur if the underlying layer was
perfectly smooth, and2) the “extrinsic” roughness due to

power law dependence of f~" at high frequencies. The the replication of the roughness of the underlying layer. To
transition point moves to lower frequency as the film thick-TéPresent the growth of such a sequence of layers, we recast

ness increases. In the limit of infinite film thickness the PSDEY- (36) as a finite difference equatith
of the surface becgmes a pure power law, whic_h is_ the sig- h(F)=v(f)+a,(Hh,_(F), (39)
nature of a self-affinéfractal) surface, and explains in part
the similarity between the kinetic continuum and scalingwhereh;(f) is the frequency spectrum of the roughness of
models. The behavior of the PSDs shown in Fig. 2 has gheith interface,H;(r), and
straightforward physical explanation. The low frequency
(large wavelengthcomponents of roughness have a flat re- a(f) =ex — w27 f[ 7], (40
sponse characteristic of white noise, which is simply the shofs the replication factor that describes the fraction of the fre-
noise of the random deposition process. At high frequencyjuency componertt in the (i—1)th interface that is repli-
(small wavelengththe PSD rolls off due to local relaxation cated in theith interface. The first and second terms on the
of the growing surface. In particular, surface features havingight-hand side of Eq(39) correspond to the intrinsic and
a size less thani¢)'" are unstable and are damped out.  extrinsic roughness components of itile interface, respec-

It should be emphasized that E(B6) is the simplest tjyely.
possible kinetic model for roughening. It is a linear and local  The growth theory is typically applied to measurements
description of the roughening process, and is expected to g surface or interfacial roughness using a statistical descrip-
valid only when the surface heights and slopes are small. Thgon of the roughness in terms of the power spectral density
first nonlinear correction, corresponding to a terniVH)?,
has been considered by Kardatral?® Physically, this term
represents growth along the local normal to the film surface
as might be expected under the conditions of isotropic depo- ) .
sition characteristic of, for example, chemical vapor deposi© the autocorrelation function
tion. The assumption that the roughening is a local process Ci(r)=(H,(OH (x+T)) (42)
breaks down when the distribution of deposition angles is ! ! ! '
large and the surface slopes are large. In this case the depohere the expectation value denotes an average over an en-
sition at a point on the surface depends on the topology afemble of interface structures having statistically equivalent
the surrounding surface due to shadowing effects. Karunasirandom roughness. These quantities are related by a simple
et al?* and later Tanget al®® have proposed growth models Fourier transform, and in principal are equivalent descrip-
that explicitly include a nonlocal growth mechanigshad- tions of the structure of the rough surface. In practice, how-
owing). It is found that when the nonlinear and nonlocal ever, all measurements of surface roughness are limited to a
effects dominate the roughening process, the film surfacénite instrumental bandwidth, and the PSD has the distinct
rapidly develops discontinuities in the form of cusps andadvantage of being accurately measurable within the instru-
columns. These features have often been observed in thimental bandwidtd® We consider the case where the
film morphology, particularly for films grown using low- multilayer film is grown by alternately depositiig pairs of
energy deposition process®€s?® In contrast, the high- high-index {H) and low-index () layers onto a substrate
performance multilayer optical coatings which we are con<{S) having an isotropic surface roughness described by a
sidering in this paper have small roughness by design. This isower spectral density PS[y The PSD of the top surface of
achieved by using a high-energy growth process, such ake multilayer film is found by successive iteration of Eq.
sputtering at low pressure, that incorporates a significant re:39) to be

Frequency (nm-1)

1
PSQ(f)= 7 (hi(Hhi (), (41)
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FIG. 3. Surface height distributions of a fused silica substrate and a Mo—Si|G_ 4. The PSDs of a fused silica substrate and the top surface of a Mo—Si
multilayer film grown on the substrate, measured using atomic force microspitilayer film grown on the substrate, measured using atomic force micros-
copy. The structure of the multilayer film EMo(2.1 nm/Si(4.75 nm] copy. The PSD of the substrate is empirically described by D)

X40. The solid lines are Gaussian fits to the data. = (1.4¢ 10 9/f43)[1—exp(—7.5x 10*139)] in nm* (dashed ling The solid

line is a best fit to the PSD of the top surface of the multilayer film using the
growth model discussed. The dotted lines are the calculated PSDs for the
interfaces at the 10th and 20th bilayer period as measured from the

1—(a2a2)N
( H L) substrate.

PSDy "o aZa (PSOr+a;PSOy)
+(afa)" PSQup, (43)

whereay, | is the replication factor of the high- or low-index
layer and

Gaussian distributions. The PSDs of the surfaces were ob-
tained directly from the surface images through Fourier
transform. The two-dimensional PSDs were found to be iso-
tropic and were averaged over all directions to generate the
2v;| 27 f|" ’ radial PSDs shown in Fig. 4.

(44) A complete description of the interfacial roughness in

is the PSD of the intrinsic roughness of the layer. Here wéhe multilayer film can be inferred by fitting the data shown

have used the fact that the intrinsic roughness of each intef? Fig- 4 to the model of Eqs(43) and (44). To limit the
face is statistically independent so thagy*)=0 wheni degrees of freedom of the fitting process, we place the fol-
£]. ! lowing constraints on the values of the growth parameters:

Our measurements of the roughness of high-performance (1) We set the growth unit volume for Si to the atomic

multilayer optical coatings are generally in good agreemenylume of 0.020 nrh The Silayers in the multilayer film are
with the predictions of Eqs(43) and (44). As an example, deposited in an amorphous phase. The choice of the atomic
we show in Figs. 3 and 4 results of surface metrology meaY0lume assumes that the final position of the adatoms on the

surements on a superpolished fused silica substrate and tR'0rPhous growth surface are random and uncorrelated.
top surface of a Mo—Si multilayer film grown on the sub- (2 We set the relaxation parameters for the Mo and Si

strate, which we will refer to as our “canonical” multilayer '2Yers t0 be equaly=vs=wvy,. This is an arbitrary and
sample throughout this paper. The multilayer film was de_!,lnreahs_tlc constraint, which is likely to produce a result that
posited using magnetron sputter deposition in an Ar plasmis @ Weighted average of the true values.

of 1.75 mTorr pressure as described in detail elsewffere. The solid line in Fig. 4 represents the best fit using values of
The film consisted of 40.5 layer pairs with individual layer v=2.5 nn?, ,,,=0.050 nni, andn=4 for the remaining
thicknesses of 2.1 nm for Mo and 4.75 nm for Si. The firstfree parameters. We note that the growth unit volume for Mo
and last layers deposited were Si. Images of the surfacis approximately three times the atomic volume. This sug-
height were measured using a Digital Instruments Dimensiogests that the final position of the atoms on the growth sur-
5000 atomic force microscope operating in the tappingace are partially correlated. Indeed, the Mo layers in this
mode. The lateral resolution was10 nm, due to the width film have a polycrystalline bcc phase with a strofid O

of the tip of the single-crystal Si probe, resulting in a band-texture®! and the ordering due to crystal growth is expected
width limit at high frequency of~0.1 nm L. The height to increase the size of the growth unit. Within the context of
resolution of the microscope was0.01 nm and the surface the growth theory, the growth parameté€lsv, andn, along

area sampled was a square region of widthind. To obtain  with the PSD of the substrate, provide a comprehensive de-
images of these ultrasmooth surfaces it was necessary to ogpeription of the roughness of the multilayer film. From these
erate the microscope inside an environmental chamber thaarameters we can determine the PSD of any interface in the
significantly reduced noise from vibrations and air currentsmultilayer. For example, the dotted lines in Fig. 4 show the
The surface height distributions for the two surfaces ard?SDs calculated for the interfaces corresponding to the tenth
shown in Fig. 3. The data are seen to be well described bgnd twentieth bilayer periods as measured from the substrate.

1—exd —2v|27f|" 7]

. 1
PSO.(f )=K<7i7i*>=Qi
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The value oin=4 indicates that the dominant relaxation _0.20 L — m
mechanism in these Mo-Si multilayer films grown by sput- g
ter deposition is surface diffusion. The importance of surface = 0.18F
diffusion in Mo—Si multilayer growth has been previously b
noted? in a study where films were grown using electron ¢,
beam evaporation onto substrates at elevated temperatures. 11§
was found that the roughness of the interfaces decreased dra-£
matically as the temperature of the growing film was in-

o

-

(=2
T

012} Top Surface of

Roug

creased, up to a point where interdiffusion caused broaden- Muiltilayer Film

ing of the interfaces. The decrease in roughness was ¢y ¢.10} -
accompanied by an increase in the size and texture of the & :
crystallites in the polycrystalline Mo layers. Smooth and 0.08 : - - - : A
abrupt interfaces, comparable to the best sputtered multilayer 0 10 20 30 40
films, were obtained in a rather narrow temperature range Bilayer Number

around 525 K. This result was interpreted to indicate that the . , "
formation of smooth interfaces required sufficient energy a IG. 5 Th_e vana_tlon of t_he rms_roughn_ess of the interfaces within the
- ! o-Si multilayer film, obtained by integrating the PSDs over the frequency

the growth surface to allow adequate surface mobility with-range of 104-10° nm™*.
out activating bulk diffusion. A similar result ai=4 has
been found for sputtered i;F&, ;o~Au multilayer films®
In contrast, Salditet al?? have observesh=2 behavior in _ . .
sputtered W—Si multilayer films, indicating that sputtering (1) At low spatial frequenciegless than~10"* nm™* in
and redeposition might be another important smoothing Fig. 4) the |nterfaC|aI roughness replicates the substrate
mechanism for specific material systems. It is interesting to roughnesg and is pu'rely confprmal.
note that in these experiments both the W and Si layers wer?) There is  an intermediate  frequency  range
amorphous, whereas in the case of the Mo-Si and (10 %~ 1_0_1 ”m__l in Fig. 4) in which the top surface of
Nig siF ey 1-AU multilayer films at least one of the layers the multilayer film is _s_|gn|f|<?anftly _rougher than the SL_Jb-
was polycrystalline. Hence it is possible that surface diffu- st_rate due to the addltlo_nal intrinsic roughness associated
sion is the dominant smoothing mechanism when the major  With the growth of the film. L L
source of interfacial roughness is polycrystalline faceting. (3 Athigh frequenciesgreater tham-10"° nm™"in Fig. 4)

For the case of relaxation via surface diffusion, it is  the multilayer film growth process has a smoothing ef-
shown in Appendix B that the parametecan be related to fect and can actually result in a damping of the rough-
other standard growth parameters according to ness of the substrate.

In general, the transition points between these frequency re-
gimes are not unique; they can vary with both the multilayer
growth parameters and the PSD of the substrate.

The increase in the multilayer film roughness in the fre-
quency range of 10°~10 ! nm™is a particular concern for
soft x-ray imaging, as it represents in some sense the limit of
Here ¢ is the surface energy) is the surface diffusion co- Smoothness that can be obtained for a multilayer-coated sur-
efficient, V,, is the atomic volumer is the deposition rate, face. For 13 nm radiation near normal incidence these fre-
k is Boltzmann’s constant, aril is the local temperature of quency components will produce scattering at angles ranging
the growth surface. Based on our measurement of the relaftom ~0.1 to 90 degrees. The integrated power scattered
ation parameter we can infer from Eq(45) an estimate of over this angular range is proportional to the variance of the
the surface diffusion coefficient for the Mo—Si multilayer surface heightg?, which is the second moment of the sur-
film growth. Using value¥ for Mo of ¢=2250 erg/cr face height distribution shown in Fig. 3, and can also be
V(=0.016 nni, rp=0.2 nm/s, andT=525K we obtain a obtained from the PSD according to
surface diffusion coefficient oD=4x10"1%cn/s. Then
the range of an adatom on the surface before it is “frozen” , fm

o =277f

1

¢DVYR
V= rokT

(49)

aXPSIZIf )fdf. (46)

f min

by the deposition of the next monolayer would be approxi-
mately given byDt=0.9 nm. This suggests that the ada-
tom has the opportunity to relax to a energetically favorable
position within a radius of several atomic sites. Monte CarloThe rms roughnessr, determined by integrating the PSD
simulations* of thin film growth have indicated that such a over the frequency range of 16-10 ! nm™2, is plotted in
relaxation mechanism is sufficient to produce low defectFig. 5 for all of the interfaces in the multilayer film. The rms
films of near bulk density. roughness is observed to double throughout the thickness of
Itis evident in Figs. 3 and 4 that the roughness of the toghe film, increasing from a value @f=0.09 nm at the sub-
surface of the multilayer film is significantly greater than thestrate too=0.18 hm at the top surface. From this example it
substrate. The kinetic growth theory predicts three distincts evident that the intrinsic roughness associated with the
regimes: growth of the multilayer film can be a significant part of the
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total roughness, and should be included to obtain an accuratnd neglects polarization effects, which is strictly only valid

description of nonspecular scattering from multilayer-coatedat grazing incidence.

optical surfaces. An important practical issue in the formulation of the
scattering theory is the way in which the roughness of the
interfaces is incorporated. It is easily shoWthat the scat-

VIl. THEORY OF NONSPECULAR SCATTERING FROM  tering from a single surface is proportional to the Fourier

A MULTILAYER FILM transform of the quantity e{qﬁC(r)/Z]. Consequently, there

The last decade has seen considerable progress toward@s been a tendency to describe and model surface roughness
developing a rigorous theory of the scattering of x rays fromin terms of the autocorrelation function. However, in the
multilayer films. The existing theoretical framework exploits imit where gZo®<1, which we call the “small roughness
the fact that the interaction between x rays and matter i§PProximation,” the exponential can be expanded to obtain
typically weak, and treats the nonspecular scattering fronthe well-known result that the scattering cross section is pro-
interfacial roughness using first- or at most second-order peRortional to the PSD of the surface roughness. The formula-
turbation theory. Consequently the theory is limited to thetion of the scattering theory in terms of the PSD has several
case where the scattered power is small compared to tHéistinct advantages:

incident power. Within the context of perturbation theory (1) The PSD is directly measurable by instruments having
there are basically two different formulations, each validina ~ finite bandwidths. as mentioned previously.

Qiﬁerent regime. StearAdas presented a theorylof scatter- (2) Knowledge of the PSD within a limited bandwidth is
ing from multilayer structures based upon previous v?i%rk sufficient to model scattering for a given angular range.
describing the scattering from a single interface within the | contrast, the complete autocorrelation function is re-

Born _apprOX|mat|on._ In this treatment, the |nC|_dent field at quired to describe the scattering within any angular
each interface consists of plane waves incoming from both range

S|de_s, corresponding to the exact e|genstat_e of the _'de?é) The scattering problem can be inverted to determine the
multilayer structure(no roughness The rough interface is PSD of a surface from the angular distribution of the
considered to be the perturbation, and a solution of Max- scattering

well's equations is found for the scattered vector field, which
includes the polarization dependence. The total scattered In the case of scattering from multilayer films the situa-
field, consisting of outgoing plane waves from each of thetion gets more complicated; the scattering is proportional to a
interfaces, is treated kinematically. The Born approximatiorsum of Fourier transforms of exponential terms containing
neglects the refraction of the incident field, which becomesross-correlation functions between every pair of interfaces.
important near the critical angle for total internal reflection, Specific models of the correlation functions are typically in-
and hence this scattering theory is only valid for anglegroduced in arad hocfashion. In contrast, applying the small
greater than the critical anglas measured from the surface roughness approximatiofwhen valid provides the impor-

In an alternate approach, Hogt al> have developed a tant simplification of linearizing the dependence of the scat-
scattering theory using the distorted-wave Born approximatering amplitude on the interface roughnég$). It then be-
tion (DWBA), based upon the description of scattering fromcomes possible to directly integrate into the scattering theory
a single rough surface presented by Siehal® The theory the linear growth model described in the previous section.
has been extended to second order by de Bbém. this In this paper we are interested in modeling the scattering
approach the incident field is an eigenstate of the idealrom high-performance multilayer optical coatings in con-
multilayer structure(in the absence of roughness, althoughfigurations near normal incidence. Under these conditions it
the interfaces need not be abrifphaving a wave vectdr,, is appropriate to apply the scattering theory of Stearns based
including both the incoming and outgoing waves, and theon the Born approximation and linearized using the small
scattered field is a time-reversed version of an incident fieldoughness approximation. It is necessary, however, to extend
having a different wave vectdr. The perturbation is just the the previous theory to account for two effects which are im-
change of the multilayer structure upon introducing theportant in modeling the performance of realistic imaging sys-
roughness. At first glance the DWBA formulation appears tatems. These new developments are:
be unphysical since the scattered field includes incoming (1) The scattered field is treated dynamically, that is, we
plane waves. This paradox is resolved by realizing that théake into account the multiple specular reflection of the scat-
final state only needs to be a reasonable approximation of thiered field within the multilayer structure. The dynamical
scattered field within the interaction region, that is, the restreatment of the scattered field is important when the scatter-
gions where the roughness exists. When the reflectivity isng angle is within a Bragg resonance condition, as will gen-
large, such as near the critical angle, the “outgoing” scat-erally be the case for small angle scattering in an imaging
tered plane wave will experience multiple reflections withinsystem.
the interaction region, thereby creating a strong “incoming” (2) The description of the unperturbed multilayer struc-
plane wave component, and this state is well-represented kyre (without roughnessis allowed to included interfacial
the DBWA final state. Hence this theory is valid at anglesdiffuseness. The diffuseness, corresponding to a broadened
near the critical angle, but is generally not applicable atomposition profile across the interface, arises from interdif-
larger angles. Another limitation of the DBWA approach is fusion and reaction at the layer boundaries. For example,
that it is based on the Helmholtz equation for the scalar fielchigh performance Mo—Si multilayer coatings exhibit inter-
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m,3 +
P type: e ———nixniz
Interf. Loey= ,
" Naceww | (niX)2+(niY)2
N-1 & E, f niYn'+Z
- | ' + | + 2 2
ey=——————, €=+ \(Nix) "t (Niy)°. (48
s E \SJ\//‘\—-\\_—A " )P+ () . 3 "
H(X, . . . .
i+1 /; \ t X We define interface to be located between layersand |
P - =i+1. Then there are two plane waves; & exp(k;f;
& -x) and E"&" exp(kn'-x), incident on theith interface
R — AAASTNAA AN N . s ..
- o . from above and below, respectively. Within the spirit of per-
: turbation theory, the incident plane waves correspond to the
12—~~~ specular field in the multilayer film in the absence of rough-
& ness.
0 e Let us consider the field scattered by the multilayer film

o _ _ _ _ into directionm with polarizationa. As before, the scattered
FIG. 6. Schematic diagram of a multilayer film having rough and diffuse field undergoes muItipIe specular reflections within the film

interfaces. The inset shows the scattering process atltheterface. The which produces counterpropagdating waves in each laver hav-
specular fieldsE; and E; are incident on either side of the interface. The P propag g y

nonspecular scattering into modé,@) consists of two parts, the field ing wave vectork;m;” and polarizations; . Following the
that is scattered towards the top of the film and the fielthat is scattered  formalism of Ref. 3, the amplitude of the field scattered by

towards the substrate. the ith interface towards the top of the multilayer film is
given by
AK3 .
diffusion zones of~1nm at the Mo-on-Si interface and ri(m;” ,ér)Zﬁ (Ej_(ér'éj_) guci%)
~0.5 nm at the Si-on-Mo interfacé.The relative effects of 1Mz "z
roughness and diffuseness on x-ray scattering are discussed oat A gi(ay)
in Ref. 16. In general, diffuseness of the interfaces reduces +E (&) -€ a, | (49

the specular reflectivity of each interface, and thereby redis-
tributes the specular field within the multilayer structure. InHere g, =kjm —kjf;” and g/ =k;m; —k;d;" are the mo-
this way diffuseness can have an important effect on thénentum transfer vectors);; = e€;—¢; is the change in the
nonspecu|ar Scattering without producing any Scattelu'eg dielectric function across the interfa@,(q) is the Fourier
se transform of the normalized gradient of the dielectric func-
We begin by considering a multilayer film having a se- tion given by
ries of rough and diffuse interfaces as shown schematically 1 de(X)
in Fig. 6. Lgt the incident fjeld be a plane wave with gi(X)EK 7
wavevectorkn and polarizatiore, corresponding to eithes
or P type. Multiple specular reflection within the multilayer andg;(gx,9v,97)=0i(dx.0y,—0dz). Since we are treating
film produces counterpropagating plane waves in each layehe scattered field dynamically, we must also include the
and refraction modifies the wave vectors and polarizatiorscattering that is initially directed towards the substrate, as
vectors. The wave vectors in thi¢h layer, kin;”, for the  this radiation can be reflected back out of the film by under-
fields propagating towards the top of the fil#r) and to-  lying interfaces. The field scattered by thé interface to-
wards the substrate-) are related to the incident field ac- wards the substrate is given by

(50

cording to -
t( af):—A”kiS Ef(a -&h) 9i(q)
kin&anx ! (IR 87726imiE i i i Otz
N = L (ay)
kiniy =kny (47) ~E(37-8) gl(g?t , (51)
tZ
kin>=*+kye—ni—ns. . . . .
He o whereq,= ki, — ki andq/ =k, —k;n; .
Here the wavenumbds = €%k becomes a complex quantity All of the information about the structure of the interface
for the case of an absorbing medium. The polarization vecis contained in the quantity, which can be thought of as a
tors within theith layer are given by structure factor for the interface in the terms of x-ray diffrac-
tion theory. We choose to describe the interface using a

Ny model
V(i) %+ (niy)?’ g(X)=WP[Z—H(X,Y)]. (52)

n Here the functionWP(Z) represents the gradient of the di-
eiiY: — éx, eiizzo electric function across the interface due to the diffuseness;
V(Nix) “+ (Niy) the position of this diffuse interface is modulated by the

S type: ey=
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TABLE |. Several examples of the gradient functiwP(Z) for a diffuse

interface and its Fourier transform®(q_).

Description
of
interface WP(2) wP(a)
(a) Ideal
—n 200 e
8(2) 1

[}

(b) Error Function

— 2q,

{c) Linear

— 20, —

(d) Step

- 25, —

— 1

0.5

1

exp—Z%203)

\/277(7%
0, |Z|>V30p
. |Z|<30p
2V3op

382+ 0p)+AZ—0p)]

exp(—oh3/2)

sin(v3op0z)
V3op0z

cos(rpdz)
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models to the second moment of the gradient functigs,
defined as

3= f Z°WP(Z)dZ. (53)

Choosing the appropriate model requires a detailed knowl-
edge of the microstructure of the interface. This information
is accessible from high-resolution imaging techniques such
as transmission electron microscopy of cross-section
specimens! Advances in new scanning techniques such as
high-angle annular dark-field microscaPymake it possible
to map the composition gradient at interfaces with nanometer
resolution.

Taking the Fourier transform of E¢52) we obtain for
the nonspecular case{,qy#0):

g(q)=wD(qz)f exp( —igyX)exp(—igyY)
Xexg —iqzH(X,Y)]dXdY

=—iqzh(ax,dy)WP(dz) (54)

where we have used the small roughness approxim#éon
to expand the exponential. Substituting into E9) and
(57) yields

_ iAjikjshi(QX,QY)

(&)=~ gz my LB (& &)wo(a)
+E (& &)WP(—q,)]
- . iAjkPhi(ax.ay)
(i A ) = — P TR (A8 )WP(— o)

roughness functioil (X,Y). The key underlying assumption
of this model is that the diffuseness is constant over the
interface. We would expect this model to be valid when the

2 —
8w em;,

+Ej (& -&)wP(ai)].

(595

physical mechanisms causing the roughness and diffuseness The power per unit solid angle scattered by all of the
are essentially independent. This would be the case, for eddterfaces in the multilayer film is

ample, when the interface roughness is predominantly due to
the replication of roughness of the underlying layer and the
diffuseness is due to the local interdiffusion or reaction of

dP(f,a) 4m’m2
dQ  k%Aln|

2
> (iri+ i) (56)

the layers. One example where our model would be inapproyhere A is the area of the film illuminated by the incident
priate is the case where the interface roughness is produceg|d. The propagation factorg) and ¢! account for the
by nonuniform interdiffusion or reaction at the layer bound-phase shift and attenuation of the field scattered fromittne

ary.

interface as it propagates to the top surface of the multilayer

Several important examples of a diffuse interface argjim. we rearrange Eq(56) to show explicitly the depen-

listed in Table I, along with the gradient functit¥®(Z) and
its Fourier transfornw®(q;). In case(a) we show an ideal
interface, where the dielectric function changes abruptly be-
tween layers. In this case the gradient is a delta function with
a Fourier transform of unity. Classical interdiffusion is rep-
resented by casv), where the dielectric function across the
interface is described by an error function, and both the gra-
dient and its Fourier transform are Gaussian. When a com-
pound is formed at the interface, and the growth of the in-
terlayer is rate limited by diffusion through the interlayer,
then the dielectric function should have a linear profile as
shown in caséc). However, if the growth of the interlayer is
limited by the reaction rate at the interlayer boundary, then
the dielectric function has a step profile as shown in ¢dse

In Table | we normalize the width of the different interface

dence on the interface structure:

dP(m,a) m3

where

L

ik

— T*h h*
dQ - 16772k2A|nz| 2 (Flrkhlhk)y

3 4r
_Ajikj o
=L

€Mz

+E (- ")WP(—q/y)]

[E; (3] -& )w°(arz)

Ak P! L
- E G WO (—aw)
itz

+Ej (8 - &)wP(ai)].

(57)

(58)
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The next step is to incorporate the multilayer growthby high performance multilayer optical coatings, where the
model to describe the roughness of the interfaces, includingoughness is minimized by design. Equatié2) should not
the correlation of roughness between interfaces. In particulabe valid when the roughness is large and the film growth is
iteration of Eqg.(39) shows that the roughness of theith  dominated by nonlinear and nonlocal effects such as shad-
interface is a superposition of the intrinsic roughngs®f  owing and columnar growth.

each of the underlying layefand the substrateThe rough- Although the formulation of the scattering theory is
nessh; can be written as complete, its implementation requires a method of calculat-
i ing the incident field amplitude&;" and E; , and the propa-
h= 2 Cin¥n - (59 ge_ltion _factors¢{ and ¢!. These quant_ities are to be dgter—_
n=0 mined in the absence of roughness, since we are considering

fthe scattering process as a first-order perturbatios Born
approximation. This is accomplished using a well-known
matrix approach to analyze the propagation of the specular
fields within the multilayer film. The matrix method is de-
. scribed in detail in Appendix C.

- pam The description of the image formation in the presence
=Hnm_oam- 60 of scattering(Eqg. [29]) also requires the calculation of the
_ N o _ ~ Strehl factorS. This factor accounts for the total decrease in
Assuming that the intrinsic roughnegsof each interface is  the specular intensity due to scattering and, for the case of a

The factorc;, represents the amount of intrinsic roughness o
the nth layer that propagates to thth interface. It is explic-
itly related to the replication factors,,,, of the intervening
interfaces according to

Cin

statistically independent, we have multilayer film, includes losses due to the absorption of the
for kei K K scattered field within the film. In practice, the accurate cal-
hih? E CinCrnYn Y IAE CinCrnP SO, . culation of the S_trehl fac_;to_r is problematic when_ there is a
n=0 n=0 strong reflected field. This is because the scattering from the
(61) roughness significantly alters the configuration of the inci-
Substituting into Eq(57) yields dent specular field. In particular, the roughness redistributes
the power between the reflected and transmitted specular
dP(m,a) m3 fields, which generates loss through increased absorption.
dQ  167%k?|n| This is a purely dynamical effect, requiring second-order
N i perturbation theory to correctly describe the lowest-order
2 % change in the specular field due to the interfacial roughness.
XZO [(n}—:o C"‘Psq;“)riri Unfortunately, a general second-order theory of scattering

from rough multilayer structures has not yet been developed.
* * An alternative approach for estimating the Strehl factor,
ngo CiannPSETm) (Il + T )}' based on amd hoctreatment of these interference effects, is
presented at the end of this section.
(62) As an example of the application of the multilayer scat-
This expression is the central result of the multilayer scattertering theory, we have modeled the specular reflectivity and
ing theory. The angular distribution of the scattering powemonspecular scattering from the canonical Mo—Si multilayer
is directly related to the detailed structure of the interfacedilm described in Sec. VI, and we compare these results to
through the PS[} of the intrinsic roughneséncluding the  experimental measurements. The x-ray scattering measure-
substratg and the factorg;, which describe the replication ments were performed using synchrotron radiati®molar-
of roughness between interfaces. These quantities are in turpation) provided by Beamline 6.3.2 of the Advanced Light
defined, within the context of our growth model, by the Source at Lawrence Berkeley Laboratory. A detailed descrip-
growth parameter§), v, andn, which are characteristic of tion of the beamline and reflectometer is presented
the film media and deposition conditions. It is evident in Eq.elsewheré® A unique feature of this experimental facility,
(62) that the scattering separates naturally into two termswhich is particularly important for performing scattering
The first term corresponds to the uncorrelated scattering, andeasurements on high-quality multilayer films, is the com-
is simply the sum of the intensities scattered by each interbination of high photon flux~ 10'? photons/s in 0.1% band-
face independently. The second term corresponds to the coridth) and excellent collimation of the incident beam. An
related scattering. This contribution represents the interferexample of the profile of the incident beam is shown in Fig.
ence of the radiation fields scattered by interfaces that aré. At angles greater than four degrees the wings of the inci-
correlated due to the replication of roughness from layer talent beam are suppressed by over nine orders of magnitude,
layer. making it possible to measure very low levels of scattering.
We note that Eq(62) is only applicable under the con- The measured specular reflectivity of the Mo-Si
ditions for which the multilayer growth model is expected to multilayer as a function of x-ray wavelength is shown in Fig.
be valid, that is, when the roughness is sufficiently small s@ for angles of incidence ranging from 5 to 20 degrees as
that the growth kinetics are local and linear. This limit is measured from the film normal. The reflectivity was modeled
consistent with the “small roughness approximatiofé) using the matrix method described in Appendix C, with op-
that was invoked previously, and is expected to be satisfietical constants provided by the CXRO World Wide Web

k

i—1
+2
k=0
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FIG. 7. The measured angular profile of the incident beam for the experi- 3 10 10 %
mental configuration used to obtain the scattering data. The intensity of the 'l‘-v'
incident beam is reduced by nine orders of magnitude within four degrees of ¢ 3
the center of the beam. The high spatial purity is achieved using a combi- &9 10 F
nation of focusing optics and apertures.
4 H
site*® Modeling the position and width of the Bragg peaks oy N
provides an accurate and unique determination of the indi- -50 -40 -30 -20 -10 0 10 20 30 40 50
vidual layer thicknesses. The interfaces have been modeled Scattering Angle (deg)

as asymmetric zones of intermixing having linear composi-

tion profiles, based upon previous detailed studies of the miE'Glt-,| 9. ’\#Fl’”sfecu'af Slcfme_(;ing me?futr_ed f:"m thel Caf;ﬁ(”;;éi'z '\8"0—5i
P . . . . multiliayer 1iim 1or normal Incidence radiation at a wavelen .

crostructure of Slm”?r Mo-Si mU|tI|ayer f|Inf§._The width, nm ané/(b) 13.4 nm. The dotted lines are the calculated spegular reflectivity

op, of these zones is 0.3 nm for the Mo-on-Si interfaces and the film as a function of incident angle.

0.15 nm for the Si-on-Mo interfaces. The best fits are shown

as the solid lines in Fig. 8, and correspond to a layer struc-

ture Of,[MO(,Z'l nm/Si(4.75 nm] >,<40' The amplitude of the (dotted line$. The measurements correspond to the scattered
reflectivity (|._e., the Strehl facf[()ns not accurately modeled ... per unit solid angle, normalized to the incident power.
by thz matr|;< meff[h_od, as discussed above, and has be§fese data were obtained using a channeltron detector oper-
treated as a free fitting parameter. _ating in pulse counting mode. The solid angle subtended by
The nonspecular scattering measured at normal INCig e detector was defined by a 2.0-mm-diameter pinhole po-

dence ¢=0 deg) and at wavelengths of 12.8 and 13.2 nm i%itioned 225 mm from the multilayer sample. The scattering

shown in Fig. 9 as a function of the scattering angle. We alsq» measured by scanning the detector in the plane of inci-
show the calculatedspecular reflectivity for comparison  yence while keeping the incident beam fixed. The scattering
could be measured to within approximately 4 degrees of the
angle of specular reflection, at which point the background
level overwhelmed the scattering signal.
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The angular dependence of the nonspecular scattering
exhibits several characteristic features. In both cases there is
a broad peak that mimics the specular Bragg peak. At 12.8
nm [Fig. 9(a)] the scattering peak is shifted to a larger angle
than the specular Bragg peak. At 13.4 ffig. 9b)] the
scattering and specular peaks appear to coincide. Further-
more, the nonspecular scattering exhibits a small oscillation,
more easily observed in the 13.4 nm dffég. 9b)], which
dies out at larger scattering angles.

The origin of the broad peak in the nonspecular scatter-
ing is the same as the Bragg peak in specular reflection: the
interference of the fields scattered from the different inter-
faces. This phenomenon has been called “quasi-Bragg

FIG. 8. Measured specular reflectivity of the canonical Mo—Si muItiIayerscattering”3 or “resonant diffuse scattering® in the litera-
film as a function of soft x-ray wavelength for several different angles of y;re. We will refer to it as resonant nonspecular scattering

incidence. The peak reflectivity varies from 66% at five degrees and 13.
nm to 70% at 20 degrees and 12.6 jost above the Si edge. The solid
lines are best fits using a multilayer structure[ bfo(2.1 nm/Si(4.75 nn)]

X 40.

‘tRNS) in this paper. Two conditions are required to observe

a peak in RNS. First there must be correlation between the
roughness of the interfaces in the multilayer. Second, the
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(a) q degrees, respectively. The two peaks only coincide when the
z wavelength and angle of the incident field satisfy the condi-
Bragg Sheet tion for Bragg reflectionK=k,), as is the case in Fig.(19).
\‘ An important consequence of the relationship between
1 the position of the RNS and Bragg peaks is that the total
0 1 M y integrated scattering increases significantlk axceeds,.
RNS |~ The total integrated scatterin@lS) corresponds to the total
Ewald km power nonspecularly scattered into all angles for a given in-
Sphere 2ko cident angle and wavelength. The TIS obtained by integrat-
kn ing the scattering shown in Fig. 9 is found to be 0.98% and
0.30% at the wavelengths of 12.8 and 13.4 nm, respectively.
Y The increase in TIS at the shorter waveleng#rgerk) is
Ay due to a significant increase in the transmission of the
b q multilayer film as the RNS peak shifts away from the specu-
( ) Z lar Bragg peak. Within the Bragg peak, scattered radiation is
trapped inside the film in a standing wave similar to the
specular field, which reflects much of the radiation back into
the film. However, when the RNS is outside of the Bragg
peak, as occurs at shorter wavelendffig. 9a)]. The radia-
tion scattered at interfaces within the film propagates to the
top surface with little loss. This purely dynamical effect
2k, causes the extinction of the RNS to vary dramatically with
scattering angle.
In Fig. 9 the RNS exhibits a small oscillation having the
same period as the high frequency oscillation of the specular
Qv reflectivity (sometimes called “Kiessig fringes’ The oscil-
FIG. 10. (@ An Ewald construction showing the nonspecular scatteringlation in the RNS has the same origin as that in the specular
process in reciprocal space. The Bragg sheet is locateg=a2k, and the  reflectivity, namely the interference of the radiation scattered
incident radiation, of momentynkﬁ, is normal to the film. The nonspecular  from the front and back surfaces of the multilayer film. This
scattered field, o_f momentulm, is constrained to the surface of the Ewald can occur in scattering whenever there is a correlation be-
sphere. A peak in the resonant nonspecular scattéRNfS) occurs when
the Ewald sphere intersects the Bragg shéet.An Ewald construction  tween the roughness of the substrate and the roughness of the
illustrating the conditions for specular reflectivity. top surface. Indeed, the existence of a finite thickness oscil-
lation in the scattering intensity is an unequivocal indicator
of conformality in the roughness of the multilayer film. The
fields scattered from the different interfaces must add iramplitude of the oscillation indicates the degree to which the
phase constructively. These requirements are best illustraté@ughness of the substrate is replicated at the top surface.
using an Ewald construction in reciprocal space, as shown ithe growth theory of Sec. VI asserts that the degree of rep-
Fig. 10. Here the Bragg reflection g5 =2k, is spread out lication is a strong function of frequency, decreasing at
into a sheet parallel to thg— gy plane due to the correlated higher frequency. Hence we expect that the RNS at small
roughness of the multilayer interfaces, which produces coscattering angles, corresponding to lower frequency rough-
herent scattering with finite momentum transfer in ey ness, should exhibit larger finite thickness oscillations than
plane. Figure 1&) shows the configuration for scattering at the RNS at large scattering angles. This is consistent with the
normal incidence with an x-ray momentuki» Kk, [as is the data shown in Fig. 9, where the amplitude of the oscillation
case in Fig. @9)]. The allowedelastig values of momentum is observed to dampen with increasing scattering angle, and
transfer are constrained to be on the surface of the Ewalt essentially absent at angles greater thétb degrees.
sphere. The peak in the RN8gys, is given by the angle at In Fig. 11 we present additional measurements of non-
which the scattering vectdcm intersects the Bragg sheet. specular scattering from the canonical Mo—Si multilayer film
The RNS peak generally occurs at a larger angle than theéor normal incidence and wavelengths of 12.8, 13.0, 13.2,
specular Bragg peak. This can be seen in FigbjlGvhere  and 13.4 nm. The solid lines are calculations of the scattering
we show an Ewald construction for specular reflection fromintensity using the parameters summarized in Table Il. The
the multilayer at the same value of x-ray momentkinHere ~ growth parameters that characterize the multilayer roughness
the angle of incidence and reflectiondg. Inspection of the are based on the measured PSDs of the substrate and top
two diagrams in Fig. 10 shows that the relationship betweesurface of the multilayer film, shown in Fig. 4. The layer
the angular positions of the RNS and Bragg peaks is thicknesses are derived from measurements of the specular
reflectivity, shown in Fig. 8. We emphasize that all of the
2k cos Bl =k+k cos frns, (63 input parameters are obtained from independent measure-
which reduces tddgns=Vv2 65 in the limit of small angles. ments and the calculations of the nonspecular scattering have
This predicted behavior is consistent with the data of Figho adjustable parameters. The good agreement between the
9(a), where the RNS and Bragg peaks are~&25 and 18 measured scattering and the calculations based on the mea-
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cation of multilayer coatings in imaging systems: how does
the scattering from a multilayer coating compare to the scat-
tering from a single reflecting surface? The unique charac-
teristics of scattering from a multilayer film are illustrated in
Fig. 12a) where we show calculations of the nonspecular
scatteringnormalized to the specular reflectivifpr three
configurations of the surface. In each case the incidence field
is unpolarized, has a wavelength of 13.4 nm and is incident
normal to the surface. The dotted line corresponds to scatter-
ing from a single surface having the roughness of the fused
silica substrate shown in Fig. 4. The scattering is featureless
and decreases relatively slowly with increasing scattering
angle. The rolloff is mostly due to the frequency dependence
of the PSD. In contrast, the dashed line represents the scat-
tering from our canonical Mo—Si multilayer film having
completely conformal interfaces, that is, the roughness at
each interface is identical to the substrate. Here the scattering
is characterized by strong interference effe@NS). The
RNS from the conformal multilayer is comparable to the
scattering from the single surface at angles less than
~12 degrees(The scattering from the multilayer is slightly
reduced due to an increase of the x-ray wavelength within
the film)) Beyond 12 degrees the scattering intensity drops
precipitously, as the radiation fields scattered by the different
interface interfere destructively. Hence the conformal
multilayer scatters like a single surface within the RNS peak,
and strongly suppresses scattering at larger angles.

The solid line in Fig. 12a) shows the scattering calcu-
lated for the canonical Mo—Si multilayer filirig. 9), where
the interfacial roughness is due to both the replication of the
substrate and the intrinsic roughness of the film growth pro-
cess. The scattering exhibits an angular dependence similar
to the case of the purely conformal multilayer, but has a
nearly sixfold increase in scattering at all angles greater than
~1degree. The scattering is increased because the
multilayer interfaces are rougher than the substrate, particu-
larly towards the top of the film where most of the scattering
originates(see Fig. 5. It is also apparent that the finite thick-
ness oscillation is smaller and the decrease in scattering at
large angles is less rapid than for the case of the purely
conformal multilayer film, behavior which is consistent with
the partial correlation of the interfacial roughness. Compar-
ing the realistic multilayer film to the single surface, we find
that the scattering is equivalent only at very small angles of
<1 degree, where the interfacial roughness in the multilayer
film is purely conformal. The scattering from the multilayer
is enhanced in the region of 1-20 degrees due to the intrinsic

Scattering Angle (de
g 9 ( g) roughness of the film, and is suppressed at angles greater
than 20 degrees due the interference effects characteristic of
FIG. 11. Nonspecular scattering measured from the canonical Mo— ShNS

multilayer film at normal incidence and for several different wavelengths. . o

Data within four degrees of the specular direction is obscured by the wings ~ The total integrated scatt€f|S) within a cone of half-

of the specularly reflected beam. The solid lines are the scattering distribuyidth 6 centered about the film normal is plotted as a func-

tions predicted by the theory, based on the measured roughness of ﬂfﬁ)n of @in Fig. 12b). The TIS is normalized to the specular

multilayer film. L 3p ' .
reflectivity, R°>". We observe that, compared to the single
surface, the scattering from the multilayer coatings is con-
centrated in the relatively small annular region within

sured roughness provides an important validation of the-14 degrees from the normal, corresponding to the peak in

multilayer growth model and scattering theory. RNS. This suggests a simpésl hocmethod for estimating

Finally we address an issue that is central to the applithe Strehl factor for the multilayer film in the condition
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TABLE II. A list of the parameters used to model the nonspecular scattering from the canonical Mo-Si
multilayer film. The multilayer growth parametefs v, andn are described in Sec. VI. These together with the
substrate PSOshown in Fig. 4 define the roughness of the multilayer interfaces. The diffuseness of the
interfaces is described by a linear profile of widtg (cas€gc] in Table ). The thickness of the individual layers

is 7. The atomic scattering factors afg andf,, thep is the mass density, and is the atomic weight.

Structural
Growth parameters parameters Optical parameters
Q v T op N p W
(nf)  (nnT) n  (nm (nm) (nm) fy f, (glen?)  (g/mole
Mo 0.05 25 4 2.1 0.3 12.8 14.34 1.270 10.2 95.94

(Mo-on-S)  13.0 14.52 1.320
13.2 14.67 1.372
13.4 14.82 1.424
Si 0.02 2.5 4 4.75 0.15 12.8 —1.397 0.487 2.33 28.086
(Si-on-Mg  13.0 —0.763 0.475
13.2 -0.321 0.464
13.4 0.023  0.452

where the RNS and Bragg peaks effectively coincide. Our 1
main assertion is that the effect of roughness can be divided
into two regimes, corresponding to the frequencies that scat-
ter within and without the RNS peak. Defining as the
scattering angle at the edge of the RNS peak, we divide the
rms roughness into two parts: the low frequency roughness,
o, Obtained by integrating the PSD over the spatial fre-
guencies less than the valfig=sin 6c/\, and the high fre-
guency roughness, obtained by integrating the PSD over
the spatial frequencies greater thgn. The low-frequency

(1/Rs?)dP/dQ

Multilayer Growth Model K ]
10 Eo--mee- Conformal Multilayer Model kY 3
Fon Single Surface " ]

roughness produces scattering within the RNS peak. Since 10" L X , %

the roughness is conformal at these frequencies, the scatter- 0.1 1 10 100
ing from the different interfaces is coherent and interferes Scattering Angle (deg)
constructively. Then the reduction in the specular reflectivity

due to these low frequencies can be estimated by a simple 0.8 ——r

factor of the Debye—Waller type, exp(6m2a? cos 6\?). (b)

For the frequencies of the roughness that scatter outside of

the RNS peak, the situation is very different. Here the loss ;\: 0.6 T
due to scattering is significantly reduced for two reas¢bs: ;_"

the interference of the fields scattered by the different inter- ‘6: 0.4l |
faces becomes destructive, &l the coherence of the scat- a )

tering is reduced due to the decreased correlation of the in- 2

terfacial roughness. Thus in the high-frequency range the 0.2}
primary effect of roughness is not to produce scattering, but

instead to increase the transmission of the interfaces, thereby
resulting in a larger penetration depth for the incident specu- 0-%1 1
lar field and correspondingly greater absorption. This is in ’ .
fact the same loss mechanism as the case of a diffuse inter- Cone Halfwidth 6 (deg)

face broadened by intermixing or chemical reaction, and can

be treated in a similar way. Specifically, we estimate the

reduction of the specular reflectivity due to the high-riG. 12. (@ Calculations of nonspecular scattering from three different
frequency roughness by including a contribution from thesurfaces, normalized to the specular reflectivity. The dotted line is a single

high-frequency roughness in the interface widd surface having the roughness of the fused silica substrate shown in Fig. 4.
The dashed line corresponds to an ideally conformal Mo—Si multilayer film

- \/(.TD+ On- This mot_jmed lvalue otr C‘jin be applled in the where the roughness of each interface is identical to the roughness of the
matrix method described in Appendix C to calculate thesingle surface. The solid line is a realistic Mo—Si multilayer film having
specular reerctivityRSP( o) of the multilayer coating re- interfacial roughness due to both replication of the substrate roughness and

; i e intrinsic roughness of the growth proce@d®. The total integrated scat-
duced by both diffuseness and hlgh frequency I’Ol'lghnes%;ring (TIS) within a cone of halfwidthg, calculated for the three surfaces

Then the _S_trehl faCtO!’ descri_bing the reduc_tion i'f‘ the specUsng normalized to the specular reflectivity. Nearly all of the scattering from
lar reflectivity due to interfacial roughness is estimated as the multilayer films is within 20 degrees of the specular direction.

100
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RS{o=\op+07) 167207 cog 6 PSFYs,)
= exp ———5——|. (64)

R¥(o=0p) . 1 Ay dP,(m,a;n,e)
_ = nx&ny nlm,a,n,
AL AR D e e

a

As an example, consider the scattering from the canoni-
cal multilayer coating calculated from the PSDs of Fig. 4 and (66)
shown as the solid line in Fig. 1&. The separation of the
low- and high-frequency ranges is found by inspection to b
at a scattering angle af-=14 deg, corresponding to a fre-
quency off c=0.02 nm%. We integrate the PSD of the top
surface of the multilayer coating as prescribed in EH)
over the low- and high-frequency ranges to obtaip
=0.09 nm andoy=0.15 nm, respectively. Using these val-
ues in Eq.(64) in conjunction with the structural parameters
of Table I, we obtain a Strehl factor of 0.988 for normal
incidence and =13.4 nm.

We emphasize that the method described by(E4). for
estimating the Strehl factor is only necessary when there is a
strong reflected field, such that dynamical effects associated K:f f (H Shé(sy)
with the interference of the fields scattered by the different "
interfaces are important. When the incident field is not near Anyny dP,(m,a;n,e)
the Bragg peak, or if the specular reflectivity is small +2 RSPRZ za: da
(<0.1) then the scattering process is well approximated by "
kinematical theory, that is, the scattering does not signifiwhere the integration is over the image field. This factor
cantly alter the configuration of the incident field. In this accounts for the loss of image intensity due to the scattering
case, the Strehl factor can be estimated from either theutside of the image field and the increased absorption aris-
Debye—Waller factor of Eq(29) or the matrix method of ing from the high-frequency interfacial roughness.
Appendix C with modified Fresnel coefficients, using a rms  Taking the Fourier transform d65) we obtain
roughnesso obtained by integrating the PSD over all fre-

is the point spread function due to scattering. The quantity in
%rackets is calculated using the scattering theory presented in
the previous section; the angular scattering distributions
dP,,/dQ are obtained from Eq(62), where the scattering
vector is related to the poiwst in the image field through Eg.
(32). The Strehl factorS,, corresponding to the ratio be-
tween the specular reflectivity of theth surface with and
without roughness, can be estimated from the PSD of the top
surface of the multilayer coating using E§4). The normal-
izing factor « is

dsy, (67)

0 —
quencies, (D15 = OTF4(f), (69)
wherel ((f) is the Fourier transform of the image intensity,
and
1 1 Anyny
VIII. MODELING THE PERFORMANCE OF A SOFT X- OTPAM = K l_n[ St K f f zn: R>R?

RAY IMAGING SYSTEM .
dP,(m,a;n,e) i

We now turn our attention back to the problem of mod- X; dQ exXp(—2mis; - 1)ds;.
eling the nonspecular scattering in a distributed optical sys- 69)
tem consisting of multilayer coated optics. The conventional
method for characterizing the performance of an imagingequations(68) and (69) provide the basis for relating the
system is to measure the optical transfer functiofF). The  optical performance in the presence of scattering, as charac-
OTF is the ratio of the image intensity to the object intensityterized by the OTF, to the key structural parameters of the
at a particular spatial frequency, and is also the Fourier transptical surfaces, including the surface finish of the substrates
form of the point spread function. It is only defined for the and the roughness of the multilayer coatings. This allows us
case of incoherent illumination, where there is a purely lineato determine specifications for the roughness of the sub-
relationship between the Fourier transforms of the intensitiestrates and coatings, given certain performance requirements.
in the image and object planes. However, we have showithe operational procedure for deriving such specifications
that the effect of scattering is to produce a point spread funceonsists of first defining a minimally acceptable GTH
tion, PSES, that is independent of the coherence of the illu-that will allow the production of useful images. Then, taking
mination. Then the Fourier transform of PSKields an into account the intrinsic roughness of the multilayer coating,
OTF* that describes the modulation of the image intensitywe determine the limits of substrate roughness required to
due to scattering under any illumination conditions. In par-satisfy the specified value of OTFat each frequency.
ticular, collecting the results of Secs. Il and Ill, the intensity A significant simplification is possible in the limit of

at the image plane is given by very smooth substrates, where the scattering is dominated by
the intrinsic roughness of the multilayer coatings. In this case
(I1(51))=19(s))* kPSF{s,), (65  the scattering is uniform out to fairly large angles

(~10 degrees) because the PSD of the intrinsic roughness is
wherel(l) is the image produced by the optical system in theflat for frequencies less tharn-107* nm™! (see Fig. 2
absence of scattering and When the scattered light is uniformly distributed throughout
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FIG. 13. Schematic diagram of a hypothetical soft x-ray imaging system for 0.0 L L L 4 I I 1 L

EUV lithography. The optical system, consisting of four multilayer-coated 0 2 4 6 8 10 12 14 16 18 20
mirrors, projects an image of the reticle onto the wafer. Angle of Incidence (deg)

. . . - N FIG. 14. Calculated reflectivity of the two Mo—Si multilayer coatings used
the image field it is called “veiling glare.” Under these con- in the hypothetical imaging system. The arrows indicate the angles of inci-

ditions the second term in Ed69) is negligible and the dence of the principal ray on each of the optical surfaces.
OTF® can be approximated as having a constant value of
S/k, that is, the image contrast is reduced by a constant

amount at all but the lowest frequencies. ~that optimizes the reflectivity for the first, second, and fourth
As an example, we model the nonspecular scattering iy faces is [Mo(2.80 nm/Si(4.00 nm]x40. The third
the distributed optical system shown schematically in Figsyrface requires a slightly different design  of
13. The imaging system is purely hypothetical, but is basegmo(2.80 nmi/Si(4.10 nm]x 40, due to the larger angle of
on generic designs being considered for applications in EUNncidence. The calculated reflectivity of these designs at a
lithography?? It consists of four reflecting surfaces and, wayelength of 13.2 nm is shown in Fig. 14. These calcula-
although designed to be used as aring field, we will considefions include interdiffusion at the interfaces @f,=0.3 nm
for the purpose of modeling scattering that the image field ior the Mo-on-Si interface andrp=0.15 nm for the Si-
a square of width 2.5 cm. A requirement for lithography on-Mo interface. All roughness and oxidation is neglected,
applications is that the imaging system be telecentric at thgnd hence the reflectivity values are slightly overestimated.
wafer, that is, the principal ray is parallel to the optical axis ~ The PSP®is calculated using the methodology described
for all points in the image field. A consequence of telecen-apove. The plane of incidence of the principal ray isyhe
tricity is that the exit pupil is infinitely large and is located an pjane for all optical surfaces, and the radiation incident on
infinite distance from the image plane. However, we showegach surface is assumed to be unpolarized. We assume that
in Sec. IIl that the effects of scattering on the transfer funCthe roughness of the substrates is the same as the superpol-
tion are independent of the position of the actual exit pupiljshed fused silica flat having the PSD shown in Fig. 4. Fur-
We can choose to evaluate the transfer function at any posihermore, we assume that the roughness of the Mo-Si
tion on the image side of the last optical surface, providednyltilayer coatings is equivalent to the “canonical” film dis-
that we apply the correct scaling factors. In this case Weyssed in the previous sections, and that the roughness is
evaluate the transfer function at the position of the last mirgescribed by the thin film growth model and the correspond-
ror (M4), located 23 cm from the image plane. The scalinging growth parameters listed in Table 1. Consequently, the
factors and angles of incidence of the principal ray, as determgyltilayer coating contributes roughness to the optical sur-
mined by ray tracing c_alculatlons, are listed in Tab!e IIl. Wefaces, causing the rms roughness to increase from the sub-
assume that the optical surfaces are coated with Mo—Siirate to a final value of=0.18 nm at the top surface. The
multilayer films designed for an operating wavelength ofstrehl factorsS, for the coatings are determined from Eq.
13.2 nm. Since the dispersion of the angles of incidence 0{64), where the rms roughness is divided into low- and high-
any given optical surface is small, the multilayer coatingsrrequency components af, =0.09 nm ando=0.15 nm,
will have uniform bilayer spacing. The multilayer structure corresponding to those frequencies that scatter within and
out of the RNS peak, respectively. The calculated values of
TABLE Ill. Design parameters for a hypothetical soft x-ray imaging system the Strehl factors are listed in Table I1I. . . .
consisting of four mirrors. The scaling factors, andey , are set equal and The PSF* calculated over a 2:62.5-cm image field is
6is the angle of incidence of the principal ray as measured from the normashown in Fig. 15. The delta function corresponding to the
to the optical surface. Also listed are the Strehl facydor the multilayer  specular field the first term in Eq.66)] has been omitted
coatings calculated at an x-ray wavelength of 13.2 nm. from the plot. The PST exhibits a peak at the optical axis
which drops off to a relatively constant level of scattering at

Mirror  ax=ay 6 (deg Multilayer structure S, ] . i

- distances beyond 0.5 cm from the optical axis. The edge of
M1 L7 30 [Mo(2.8nm/Si(4.0nm]x40 0985  the jmage field corresponds to a scattering angle of only
M2 0.9 70 [Mo(28nm/Si(4.0nm]> 40 0.985 ~ 3 degrees. Since the strong resonant scattéRiNG) from
M3 18 120  [Mo(2.8 nmy/Si(4.1 nm]x40  0.985 grees. , g
M4 1.0 60 [Mo(2.8nm/Si4.0nm]x40 0986  the multilayer coatings exists out to an angle of

~14 degrees, it is evident that the image field intercepts only



1024 J. Appl. Phys., Vol. 84, No. 2, 15 July 1998 Stearns et al.

image contrast by a constant amount at all but the lowest
frequencies.

At the risk of oversimplification, we can use our ex-
ample to make some general comments regarding the effect
of scattering in the performance of multilayer-coated imag-
ing systems. High performance imaging systems for soft
X rays require a numerical aperture 0.1 or less in order
to have a reasonable depth of focas] wm). Consequently
the range of scattering angles subtended by the image field
will be limited to a few degrees, and all of this scattering will
be within the RNS peak of the multilayer coatings. The com-
ponents of roughness that scatter into the image field are in
the midspatial frequency range 6f10 5/ —10"Y/x nm™%;

. it is this range of frequencies that is responsible for the de-
-1.0 . - crease in image resolution and contrast. In this range the
) roughness of the multilayer coatings is dominated by the
replication of the substrate roughness and inclu@sthe
higher end of the frequency rangsome intrinsic roughness
FIG. 15. The point spread function due to scattering (BSEF the hypo- of the multilayer film. Consequently, the scattering within

thetical imaging system, calculated assuming that the roughness of tH1€ image field for a mUIt”ayer'Coate_d imaging system is
Mo-Si multilayer coatings is equivalent to the canonical film shown in Fig. expected to be comparable to, and slightly greater than, an

4. The delta-function component of PSE not shown. equivalent system having single reflecting surfaces. Most of
the intrinsic roughness of the multilayer-coatings occurs at
higher frequencies (IG—10 ! nm™1) that will scatter out-

a small fraction of the total scattered radiation. In this caseside of the image field. Hence the main detrimental effect of

the Strehl factorS for the imaging system is 0.94, corre- the intrinsic roughness of the coatings is to reduce the

sponding to a 6% decrease in the specular image intensitjhroughput of the imaging system.

However the fraction of the specular intensity scattered into

the image field is only 0.3%S «=0.997). The OTF ob-

tained by taking the Fourier transform of the P9E shown IX. CONCLUSION

in Fig. 16. The OTF drops rapidly to a constant value of In summary, we have presented a theoretical framework
S/k=0.997 for frequencies greater than2.5cm ™. This  for modeling nonspecular scattering in a soft x-ray imaging
behavior is characteristic of Veiling glare and illustrates thesystem Consisting of mu|ti|ayer-coated reﬂecting Optics_ The
dominant effect of the intrinsic rOUghneSS of the multilayertheory direcﬂy relates the image degradation due to scatter-
coatings in this example; the scattering is fairly uniformly jng to the statistical properties of the interfacial roughness of
distributed throughout the image field and hence reduces thﬁe mu|ti|ayer Coatings_ Consequenﬂy, the theory can be a
versatile tool for tasks such as modeling the performance of
optical components of known roughness, deriving specifica-
— tions for the roughness of optical substrates and coatings,
1000 , ﬁ and comparing the performance of different optical designs.
, - ‘ co | When applying the theory in practice, it is important to recall
S e the numerous approximations that were invoked, and to ob-
serve the restrictions imposed by these approximations. We
summarize the key approximations of the theory in Appen-
I dix A.

Throughout the course of this presentation we have at-
tempted to illustrate the theoretical formalism with realistic
examples and analysis of experimental data whenever pos-
20 sible. In particular, the good agreement between the mea-
sured scattering from Mo—Si multilayer films and the calcu-
lations based on the measured roughness of the films serves
10 & to validate our treatment of the scattering problem. The ulti-
t\' (cm- 10 ¢ mate test of the theory will require the complete character-

"’) 20 20 K ization of a distributed imagi t ding to in-

ging system, corresponding to in
dependent measurements of the PSF and the roughness of the
multilayer-coated optics. This will be the goal of future

0.0021

0.001

PSF*

0.997

-10

FIG. 16. The optical transfer function due to scattering (&)ref the

hypothetical imaging system. The nonspecular scattering reduces the O‘Il‘york' . . . . .
of the imaging system by a facto®/x=0.997 at all but the lowest In addition to its practical importance, our theoretical

frequencies. investigation has broadened the fundamental understanding
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of scattering in a distributed imaging system and, in particushown in Fig. 4. Analysis of the images obtained with the
lar, the effects of multilayer coatings. The most importanttelescope showed no measurable scattering. Although these
results are summarized below: results are encouraging, they must be considered a best case
(1) Image formation in a distributed optical system canscenario. We anticipate that fabricating sufficiently smooth
be described as a convolution of the image formed in thdigured optics will be a significant technical challenge, par-

absence of scattering with a PSHue to scattering. ticularly as the size of the optical components increases and
(2) The PSF° is independent of the coherence state ofthe figures become aspherical. In practice the effect of scat-
the object. tering on the performance of the soft x-ray imaging system

(3) The roughness of a multilayer coating originateswill define the acceptable limits of roughness for these op-
from both the intrinsic roughness of the growth process andics.
the replication of the roughness of the substrate. At the low-
est spatial frequencies the multilayer film exactly replicates
the substrate roughness. In the rang0 3-10" ! nm 'the = ACKNOWLEDGMENTS
roughness increases from the substrate to the top surface of
the multilayer, and the roughness of the different interfaces iﬁlm

artially correlated. At higher spatial frequencies the
P y g P a formed by S. L. Baker. We are grateful to J. H. Underwood

muiltilayer film tends to smooth the substrate roughness. for his assistance in designing and performing the scattering
4) The nonspecular scattering from a multilayer coatin . .
@ b 9 y gmeasurements on Beamline 6.3.2 at the Advanced Light

exhibits strong interference effects due to the partial correla—Source This work was supported by the Department of En-
tion of Fhe roughness of the mterfgces. 'I_'h|s proQL_Jc_es a res%-rgy under Contract DE-ACO3-76SF00098 and CRADA TC-
nance in the nonspecular scatterifi\NS) in the vicinity of

the specular Bragg peak. In particular, the RNS peak and th%191/0192-92.

Bragg peak are coincident when the incident field satisfies
the Bragg condition for specular reflection.
(5) In a soft x-ray imaging system, the roughness in th

midspatial frequency range ef10~°/\—10"*/\ nm™* pro- We summarize below the key assumptions and approxi-
duces the scattering that reaches the image field. In this frenations underlying the theoretical development presented in
quency range the roughness of the multilayer coatings is dugis paper.

to replication of the substrate roughness and, to a small ex- (a) The angle between the principal ray and any other
tent, the intrinsic roughness of the multilayer film. Hence theray that propagates through the imaging system is small.

scattering within the image field for a multilayer-coated im- Specifically, if we denote the angle gs then the approxi-
aging system is expected to be slightly greater than amnation is

equivalent system having single reflecting surfaces, and de-

We thank F. Weber for fabricating the Mo—Si multilayer
s. The atomic force microscopy measurements were per-

eAPPENDIX A: SUMMARY OF APPROXIMATIONS

pends predominantly on the roughness of the optical sub- Si’ p<1. )
strates. We call this the “small angle approximation.”
(6) The main detrimental effect of the intrinsic rough- (b) For a point object, the pupil function is independent

ness of the multilayer coatings is to scatter radiation outsidef the location of the point in the object field. In this case the
the image field, thereby reducing the throughput of the optipoint spread function is independent of the position of the
cal system. Gaussian image point, and the system s called
We conclude with a comment regarding the impact of“isoplanatic.” In practice, the assumption of isoplanacity
scattering on the performance of soft x-ray imaging systemgestricts the applicability of the transfer function formalism
The example that we have presented using a hypotheticéb objects of small spatial extent.
imaging system designed for EUV lithography shows a very  (c) The scattering is weak so that multiple scattering and
minor degradation of performance due to scattering; the OTBhadowing effects can be neglected. This is called the “Born
is reduced by only 0.3% and the throughput is decreased bgpproximation.” This approximation is generally valid for
6%. One might be tempted to infer that scattering is not a-ray wavelengths at angles of incidence away from the criti-
significant problem in such an imaging system. In fact, ourcal angle for total external reflection.
example demonstrates that scattering can be limited to ac- (d) The surface heighH(X,Y) is a Gaussian random
ceptably low levels in a soft x-ray imaging systdimthe  variable, is stationary and is ergodic in the sense that the
optical substrates can be fabricated with roughness equivaensemble average can be replaced by an average over the
lent to the best superpolished flats measured to.d@er  illuminated surface area.
analysis indicates that, once these ultrasmooth substrates are (e) The deviations of the surface heidhit(X,,,Y,) from
available, the existing multilayer-coating technology is ca-the ideally smooth surface are small compared to the radia-
pable of producing soft x-ray imaging systems that have action wavelength such thatkcos 6,H,(X,,Y)<<1 for all X,,,
ceptably low levels of scattering. This conclusion is sup-Y,. We call this the “small roughness approximation.” A
ported by experiments perfornfécn a soft x-ray telescope necessary consequence of the small roughness approxima-
designed for normal incidence operationat 6.35 nm. The tion is that the power scattered into the nonspecular field is
optical components were coated with Co—C multilayer films,small compared to the specularly reflected power, a condi-
and were measured to have roughness similar to the PSDi®n that is implicitly satisfied by high-performance optics.
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APPENDIX B: RELAXATION OF A ROUGH SURFACE dH(X,Y)
BY SURFACE DIFFUSION —=-V,V-J. (B9)

Consider a rough surfacel(X,Y) where the growth combining Eqs(B5)—(B9) we obtain
units (e.g., atomps have mobility to move between sites on a3
the surface. The chemical potential at each point on the sur- dH(X,Y) — £DsVy
face depends on the curvature at that point. The gradient of dt kT
the chemical potential is the driving force for the surfaceln the thin film growth model the evolution of the surface is

diffusion that causes the smoothing of the surface. To exfpeasured as a function of film thickness,and not time.

press these concepts quantitatively let us model the Ioc?owever, time and thickness are simply related through the

curyature of the surface at a partlcular_ po_mt as a sphere g eposition rate, = d+/dt. Then we can rewrite EGB10) as
radiusR. Then the curvature at that point is
dH(XY)  éDgVg®

2 =
VZH(X,Y)=—=. (B1) dr rokT

R
The chemical potential of the poikt(X,Y) is found by let- Comparing this resu_lt to Ed36) we identify the relaxation
.parameter for the thin film growth model

ting the radius of the spherical feature change by an infini-

VAH(X,Y). (B10)

VAH(X,Y). (B11)

tesimal amouniAR. The chemical potential is given by 5D5V3’3
v= . (B12)
AES B2 erT
K=AN” B2 Not surprisingly, the rate at which the smoothing occurs is

proportional to the surface diffusion coefficient. The tem-

change in the number of atoms within the sphere Theperature dependence of the relaxation parameter is domi-

change in the surface energy is just proportional to thé1ated by the surface diffusion coefficient which is propor-
change in the surface area tional to expE4/KT), whereE, is the activation energy. In

general the relaxation of the surface will be enhanced at
AEs=87REAR, (B3)  higher temperature and lower deposition rate.

whereé is the surface energy per unit area. The change in the
number of atoms in the sphere is

whereAE; is the change in the surface energy & is the

APPENDIX C: MATRIX METHOD FOR PROPAGATING
N 47R?AR SPECULAR FIELDS IN A MULTILAYER FILM

: (B4)
Vo The multilayer scattering theory requires as input param-
whereV, is the atomic volume. Combining Eq81)—(B4)  eters the incident field amplitudeg&;" and E; , and the

we obtain propagation factorsp! and ¢! for each interface of the
2¢ multilayer film in the absence of roughness. These are most
P 0_ —&VV2H(X,Y). (B5) easily calculated using a well-known matrix apprdcto

analyze the propagation of the specular fields within the
This shows explicitly that the chemical potential is propor-multilayer film. First we define a scattering matrik;, that

tional to the local curvature of the surface. relates the specular fields across itte interface according
The driving forceF, for surface diffusion is the gradient to
of the chemical potential E- E-
=T 2 C1
o lellel <

From the Nernst—Einstein relatibithe mean velocity of an |t js easily shown that
atom on the surface is given by 1

r ..

ji

2
rij t]|t|J+r]|

1
FDS stlu T|:_(
<U> kT kT (87) IL

where Dg is the surface diffusion coefficienk is Boltz-
mann’s constant, and is the surface temperature. The flux
of atoms,J, on the surface is

: (C2

wheret;; andr;; are the specular transmission and reflection
amplitudes, respectively, for th¢h interface. For a compo-
sitionally abrupt interface the transmission and reflection am-
plitudes are given by the Fresnel equations

(v) 2y — v
J= . B8 N S § o _Xi— Xi
Vs (B8) S polarization: t”_)(j“‘Xi' r,,—m
The surface flux is the mechanism of mass transport through 2Jeex v e _(C3)
which the smoothing of the surface takes place. However, p polarization: tg:#xl, QZM
the surface height at a given point can change only if there is Toexitexit U exitex

a divergence of flux. Then the change in the surface height
per unit time is given by where



J. Appl. Phys., Vol. 84, No. 2, 15 July 1998 Stearns et al. 1027

xi=ky/e— n2—n2. (C4) fieI.d exiting the front surface of thg film of amplitudé and _
a field exiting the bottom surface into the substrate of ampli-

Diffuseness at the interface, characterized by a compoydeg,. Then the matrix equation that describes the propa-

sition gradient°(Z), modifies the transmission and reflec- gation of this scattered radiation through the system of layers
tion amplitudes according to the well-known formulas firstis given by

0 . 0 - E

#)ZANMPM HESH

derived by Nevot and Croté
1
tji =t?i D + +
w=(kinjz—kiniz)
where the matrices and P now correspond to a scattered
ro=r0 ) plane wave mode. Similarly, for a field of unit amplitude
jNjz —KiNiz initially scattered towards the bottom of the multilayer film
Specific examples of the function®(q,), corresponding to We can write a matrix equation:
several simple interface profiles, are listed in Table I. 0 1 E
The scattering matrix describes the propagation of the 4 (0 +PiAi-1,o( OS) _
i

specular field across an interface. To propagate the field
Solving these matrix equations feif and ¢! we obtain

: (C12

Dikni+knt €9
o W ( iNjz iniz)

(C13

|

through theith layer of thickness; we define the propaga-

tion matrix P;
exp—ig) O s ¢ =€ (AR T AR )
Pi = . ’ C6
0 extli¢:) ¢it:Agil - rMLA?iI . (€14
where
oi=K7i\e— nx2 - nYZ_ (C7) G. D. Kubiak and D. R. Kania, OSA Trends in Optics and Photonics Vol.

) ] 4, Extreme Ultraviolet LithographyOptical Society of America, Wash-
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Abstract

A computer program called IMD is described. IMD is used for modeling the optical properties
(reflectance, transmittance, electric field intensities, etc.) of multilayer films, i.e., films consisting of any
number of layers of any thickness. IMD includes a full graphical user interface, and affords modeling
with up to eight simultaneous independent variables, as well as parameter estimation (including
confidence interval generation) using non-linear, least-squares curve fitting to user-supplied experimental
optical data. The computation methods and user interface are described, and a number of examples are

presented which illustrate some of IMD’s unique modeling, fitting and visualization capabilities.
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1. Introduction

IMD is a computer program for modeling the optical properfieseflectance, transmittance,
absorptance, phase shifts and electric field intenditiesf multilayer films, i.e., films consisting of any
number of layers of any thickness. Estimating the optical properties of multilayer films is integral to
instrument design and modeling in many fields of science and technology, such as astronomy,
lithography, plasma diagnostics, synchrotron instrumentation, etc. Also, fitting the calculated reflectance
of a multilayer stack to experimental data is the basis of X-Ray Reflectance (XRR) analysis of thin films,
where one uses the measured reflectance to determine film thicknesses, densities, and roughnesses, and to
optical constant determination from reflectance vs. incidence angle data, a technique utilized in many
spectral region$.IMD was designed, therefore, as a completely general modeling and parameter
estimation tool, intended to be used for these and other applications, in order to meet the needs of a broad
range of researchers. Furthermore, IMD’s flexibility enables many new and unigue types of computations.
IMD is available for free via the Internet.

In IMD, a layer can be composed of any material for which the optical constants are known or
can be estimated. Any number of such layers can be designated and optionally grouped together to
define periodic multilayers; ‘groups of groups’ of layers can be defined, in fact, with no limit on nesting
depth. The IMD distribution includes an optical constant database for over 150 materials, spanning the X-
ray to the far infrared region of the spectrum. User-defined optical constants can be used as well, and in
the 30 eV to 30 keV region in particular, optical constants can be generated by the user for arbitrary
compounds using the CXRO atomic scattering factdraperfections at an interface, i.e., roughness
and/or diffuseness, can be easily included; the effect of such imperfections, namely, to reduce the specular
reflectance at the interface, becomes especially important at shorter wavelengths (i.e., below ~30 nm),
where the length scale of these imperfections is comparable to the wavelength of light.

The optical functions (reflectance, transmittance, etc.) can be computed not just versus
wavelength and/or incidence angle, but also as a function of any of the parameters that describe the

multilayer stack (e.g., layer thicknesses, roughnesses, etc.) or the incident beam (polarization,



angular/spectral resolution.) An interactive visualization td8DXPLOT, is used to display the results

of such multiple-variable computations; with this visualization tool one can vary a given parameter and
see the resulting effect on the optical functions (in one or two dimensions) in real time. This last feature
is especially helpful in discerning the relative sensitivities of the optical functions to the parameters that
describe the multilayer structure.

Parameter estimation is afforded by fitting an optical function to user-supplied experimental data:
non-linear, least-squares curve fitting based onxthiest of fit is utilized. The precision of the best-fit
parameters can be estimated as well, by computing multi-dimensional confidence intervals. The ability to
simultaneously vary multiple parameters ‘manually’, as mentioredea prior to performing least-
squares fitting, is particularly useful in selecting initial parameter values; indeed choosing initial fit
parameter values that are reasonably close to the best-fit values is generally the most difficult aspect of
multi-parameter non-linear fitting.

IMD is written in the IDL languagé,and makes extensive use of IDL’s built-in ‘widgets’ to
provide a full graphical user interface (GUIL.) As such, IMD can be run on most (currently) popular
platforms, including MacOS, MS Windows, and most flavors of Unix.

In the following sections, | will describe first the physics and algorithms used for modeling and
parameter estimation, followed by a description of the IMD user interface. Finally, | present several

illustrative examples, demonstrating IMD’s unique modeling and fitting capabilities.

2. Computation Methods

2.1 Optical Functions

Computations of the optical functions of a multilayer film in IMD are based on application of the
Fresnel equations, modified to account for interface imperfections, which describe the reflection and
transmission of an electromagnetic plane wave incident at an interface between two optically dissimilar

materials.



2.1.1 Reflection and Transmission at an ldeal Interface

We consider first the behavior of a plane electromagnetic wave at an idealized interface, i.e., the
abrupt interface between two semi-infinite media, as shown in Figure 1. The complex index of refraction
n =n + ik (wheren is the refractive index andis the extinction coefficient) is given in the two regions as

n; andn;. The incident wave vector, with electric field amplitue, makes an angl®; with respect to

the interface normal (the axis). The amplitude of the reflected and transmitted electric fields,

Ei andE , respectively, are given by the well-known Fresnel equations:

|E;| n; cosf;, —n; co$,

[Ei| nicoss +n; cos,

=r;° (1a)

and

E 2n; cosp,

j
|Ei| n; cost; +n; co$,

=t;° (1b)

for s-polarization (i.e.E perpendicular to the plane of incidence); and

|E{| _n;cosh; —n; co$

[E;| i cos8; +n; cof)

=r;" (1c)

and

E 2n; cos;

]
|Ei| n; cosB; +n; co$

=t,P (1d)



for p-polarization (i.e.,E parallel to the plane of incidence), whebg is the angle of refraction,
determined from Snell's lawn; sin®; =n; sinG; . In equation (1) we have introduced the Fresnel

reflection and transmission coefficients andt;, respectively.

2.1.2 Interface Imperfections

In order to account for the loss in specular reflectance due to interface imperfections (i.e.,
interfacial roughness and/or diffuseness), we now consider the case where the change in index across the
interface is not abrupt, but can be described instead by an interface profile fy{gtio(See Figure 2.)

That is, following the formalism developed by Stedrmege definep(? as the normalized, average value

along thez direction of the dielectric function(x) (with n = \/E):

Jfe(x)dxdy

D(Z):m, )
where
_EEi, Z » +too
s(x)—%j, e (3)

Stearns has shown that in the case of non-abrupt interfaces, the resultant loss in specular reflectance can
be approximated by multiplying the Fresnel reflection coefficients (equations 1la and 1c) by the function

W(s), the Fourier transform ofv(2) = dp/ dz That is, the modified Fresnel reflection coefficients are

given by

i =rj W(s) 4)



where § =4rmco®; /A , and is the wavelength of light. Note that the loss in specular reflectance

depends only on thaveragevariation (overx andy) in index across the interface. Consequently, the
reflectance can be reduced equally well by either a rough interface, in which the transition between the
two materials is abrupt at any pointy), or a diffuse interface, in which the index varies smoothly along
thez direction (or by an interface that can be described as some combination of the two cases.)

Stearns presents four particularly useful interface profiles, all of which are available for use in

IMD; these interface profile functions and the associatég) functions are listed Table 1. Also available
in IMD are modifiedw(s) functions, wherg has been replaced witg = 411, /cosh co®; A ,in accord

with the formalism developed by Névot and CPameproperly account for the effect of roughness on the
specular reflectance below the critical angle of total external reflection in the X-ray region.

The width of each interface profile function presented in Table 1 is characterized by the
parameteio (see Figure 2), which is a measure of either an rms interfacial roughness, in the case of a
purely rough interface, an interface width, in the case of a purely a diffuse interface, or some combination
of the two properties in the case of an interface that is both rough and diffuse; it is the pargaietey
with the choice of interface profile function) that is specified in IMD to account for the effects of interface

imperfections using the modified Fresnel coefficient approach just described.

2.1.3 Optical Functions of a Multilayer Stack

We now consider a plane wave incident on a multilayer stack, that is, a seddayefs (and
N+1 interfaces), where th&' layer has thickness;, interfacial roughness/diffuseness and optical
constantsn;, as shown in Figure 3. The region above thdtitayer stack] the ambient] has optical
constants,, and the region below the filid the substratél has optical constants. (Note that the case
of a free-standing film refers to the conditiog= n,.) Under these circumstances, the net reflectign (

and transmissiort;J coefficients of thé" layer are given by:



2ip
_ I’ij +I’J- e !

"ol g2 (5a)
and
2ip,
et o)
"1+ 1 e?P

7]

where ; =2md,n; cos§ /A ; the reflection coefficients; are computed from equation (4), the

transmission coefficients; from equations (1b) and (1d), ampandt; are the net reflection and
transmission coefficients of th# interface. Thus, the procedure to compute the net refleatjoan
transmission tj coefficients for the multilayer stack is to apply equation (5) recursively, starting at the
bottom-most layer, i.ei, = N, j =s. (The coefficients andt for s and p-polarization are computed
separately, using the appropriate Fresnel coefficients.) The reflecRuaeel transmittancel, which

measure the energy reflected from or transmitted through the film, respectively, are then given by

R=|r? (6a)
and
UngcosB O
T=Reg=— =gt (6b)
[Na €OV, [

(again, computing separately the valuessf@andp-polarization, i.e.R’, R, T%, andTP.) The absorptance,

A, which measures the amount of energy absorbed by the film, is approximated by



A=1-R-T (6¢)

(Note that equation (6c) is inaccurate when light is removed from the specular direction, i.e., and scattered
into non-specular directions, due to interfacial or surface roughness.) Finally, the phases of the reflected

and transmitted waves are given by:
@ =tan (Im{r}/ Re{r}) (7a)
and

@ =tan* (Im{t}/ Re{t}) (7b)

2.1.4 Electric Field Intensity in a Multilayer Stack

In order to compute, in addition to the optical functions, the electric field intensity as a function
of depth in a multilayer stack, a slightly different formalism from that described in the previous section
must be used. (The previous, more efficient, formalism is used in IMD when electric field intensities are
not required.) Consider the interface betweeni'thend thg™ layers in a multilayer stack, where we now
have both positive-going and negative-going electromagnetic plane waves in both layers. Solving
Maxwell's equations in this case, it can be shown that the positive-going and negative-going field

amplitudes at a distanezeabove the interface are given by

. 1 @) e+mai —ip@)e-
E*(z) = re iBi(z) E*(0) +re iBi (z) E;"(0) (8a)
ij ij

and

_ i @) e+ 1 g e-
E(z)= tfe'B‘ () E;*(0) +r ghi @) E"(0) (8b)
[ [



respectively, wher@; (z) = 2rtz n; cos§ /A, and E;*(0) and E;™(0) are the field amplitudes at the top

of thej™ layer. Again, a recursive approach can be used to compute the field amplitudes throughout the
stack, starting at the bottom-most layee=(N, j = s) with the field amplitudes in the substrate given as
E.;f(0) =1 and E;°(0) = 0. The net reflection and transmission coefficients of the film can then be

computed from the field amplitudes in the ambient:

=)
"“E0 (92)
and
t=—+ (9b)
E."(0)

Once the transmission coefficient is computed from equation (9b), the field amplitudes versus depth are

then re-scaled using

E*(2 - tE*(2, (10)

(i.e., taking the incident electric field to have unit amplitude) and the field intensities #ord p-

polarization computed from

1) =|E*(2+ E (3 (12)



2.1.5 Polarization

In the case of an incident beam that consists of a mixtuse afid p-polarization, it is often
necessary to compute the ‘average’ values of the optical fundBoms andA, and the electric field

intensityl, i.e., the values of these quantities for ‘average’ polarization. We thus define the incident

polarization factof as

[S—-1P

N ()

wherel *andl Pare the incident intensities fos- and p-polarization (e.g., unpolarized radiation
corresponds tb=0.) Furthermore, we define the polarization analyzer sensitiyigs the sensitivity to
s-polarization divided by the sensitivity pspolarization; specifying a value gfother than 1.0 could be

used to simulate, for example, the reflectance one would measure using a detector that (for whatever
reason) was more or less sensitivesqmolarization than tg-polarization. It can be shown that the

average reflectance is then given by

RA = RSq(1+ f)+ RP(1- f)
f(a-D+(q+))

(12)

with equivalent expressions faf, A% andI?.

2.1.6 Instrumental Resolution

In general, the experimental determination of an optical function suRhTasr A is made with
instrumentation that is limited in angular and/or spectral resolution. As such, it is desirable to estimate
resolution-limited values of the calculated optical functions. This is achieved in IMD by convolving the

calculated optical functions with a Gaussian of widkhin the case of finite angular resolution, or with a

10



Gaussian of widt®A in the case of finite spectral resolution, using the convolution algorithm built into

IDL.

2.1.7 Graded Interfaces

In addition to the option of using the modified Fresnel coefficients to account for interfacial
roughness and diffuseness, as described in Section 2.1.2, in IMD it's also possible to model the effects of
a diffuse interface on the optical functions and electric field intensities by specifying a ‘graded’ interface.
That is, an abrupt interface can be replaced by one or more layers whose optical constants vary gradually
between the values for the pure materials on either side of the interface.

In IMD, a graded interface is described by three parameters, as shown in Figure 4: the interface
width, wy, the number of layers comprising the graded interfdgeand the distribution factokg, which
determines where the graded interface region resides relative to the original abrupt interface (as will be
described below.)

The optical constants in each of tNg layers of a graded interface are computed as follows.
Consider the graded interface betweenithandj™ layers in a multilayer stack. The thickness of each of
the N, graded interface layers is equaiig/ Ny. The optical constants in the" graded interface layer

are thus given by

- (Ng+1=-0n+in
L (Ng +1)

(13a)

and

K = (Ng +1-0) ki + LK

! (Ng +1) (13b)
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ith

with ¢=1,...Ngy. The resulting layer thicknessed; and d|, of the pure materials in th& and

j

layers, respectively, after including the graded interface layers, are given by

d' =d - vy (1= X) (14a)

and

P=d v X (14b)

with 0< X4 < 1. (Note that the total thickness of the two layers — including all the graded interface
layers — is constant, i.ed/+dj +w =d+d.) As an example, a distribution factor of 50%

(X4 =05) would result in equal reductions of tffeandj™ layer thicknesses.

2.2 Parameter Estimation

As will be described in section 3.2, it is possible in IMD to designate simultaneously up to eight
independent variables when computing optical functions and electric field intensities. When attempting
to model experimental optical data, however, it is often desirable to estimate parameter values
automatically, using nonlinear, least-squares curve-fitting. To this end, parameter estimation based on the
X° test of fit can be used in IMD to determine any number of parameters that describe the multilayer stack

(or the incident beam polarization and/or instrumental resolution), as will now be described.

2.2.1 Fitting Algorithm

Consider a one-dimensional optical functigiX) for a multilayer stack, wherg may be any
one of R?, T? or A?, andX is some independent variable (eXy., etc.) The values fol( X) depend

on the values of all of the parameters that describe the multilayer stack (optical constants, layer

thicknesses, etc.) and the incident beam (polarization, instrumental resolution, etc.). The problem we wish

12



to solve is the following: determine the values for some fixed numplzfrthese adjustable parameters,

such that the calculated optical functiof{ X) most closely fits a particular set of experimentally-
determined optical dataY,, =+ 8Y,, , measured as a function of the independent varixi|e where X,
takes oni =1,... N, discrete values.

To solve this problem, IMD makes use of the so-called Marquardt gradient-expansion

algorithm?® based on thg? test'* in which we minimize the value of the statisfiadefined as

N (Y[ =Yl ) 2
S=2 wiz

(15)

wherewfi] are the weighting factors for each point. IMD uses the CURVEFIT procédaneadaptation

of the Marquardt algorithm included in the IDL library. The user designates adjustable parameters, and
initial values for each. (In IMD, a constraint on the rangecoéptable parameter values can be specified

as well.) Iterations are then performed until the chang® igless than a specified amount, or until a
maximum number of iterations have been performed. The user can choose to wgg feither (a)

‘instrumental weighting,’ using the experimental uncertaintigs] = oY,[ ] , (b) ‘statistical weighting,’
with wW{i] =4/Y,{1 , or (c) ‘uniform weighting,” witha{i] =1. Additionally, logarithmic fitting can be

used, in which the numerator in equation (15) is replaced by i(th [Y, in2.[1)

2.2.2 Confidence Interval Computation

In addition to a point estimate determination of the ‘best-fit' parameter values, using the fitting
technique just described, for example, it is generadlgensary to estimate also ttamge of acceptable
parameter values that are consistent with the experimental data. To this end, in IMD it is possible to
compute multi-dimensional confidence intervals associated with the best-fit values of the adjustable

parameters, using the formalism described in references 12 and 13.
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It can be shown that when using tkfetest of fit, the minimum value of the statistic, S, ,

associated with the best-fit parameter values, is distributed asx’therobability function with

N, — pdegrees of freedom:

Smin = X%\lm—p(a) ) (16)

wherea is the significance of fit. That is, if we find, for example, ti&a, = szm_p(O.GB) , then we can

conclude that there is a 68% probability that the model (using thest-fit parameter values) correctly
describes the data.
The confidence region, with significanae’, is then defined as thg-dimensional region of

parameter space for which the valuesig less than or equal to some vatuewhere

S, = Si+A %a’), (17)

with AS(a’) equal to the value of the probability function withp degrees of freedom and significance

a'; the confidence region so defined would enclose the true values pfgaemeters inl—a’ of all
experiments.

In IMD, a multi-dimensional confidence region can be determined for up to eight adjustable (i.e.,
fit) parameters simultaneously. In this case a grid-search algorithm is utilized, wherein the user specifies
the extent and resolution of the grid along each parameter axis. At each point in the grid, the value of the
statistic S is computed using one of two methods, depending on the dimensionality of the confidence
region being determined. That is, suppose the best-fit parameters were determined by \atjyisigble
parameters, as described above, and of thgsarameters we are interested in the confidence region

associated with some subset of paramejerghereq < p. In the case that = p, the value ofS at each

point on the grid is determined directly from equation (15). On the other hand, in the case fhahe

value ofS at each point on the grid is determined in IMD using the minimization algorithm described in

14



the previous section, but with onlg ¢ g adjustable parameters, i.g.of the parameters are now fixed.

In this case, we note that the correct valué8fa') to be used in equation (17) is equal to the value of
the x? probability function withq (not p) degrees of freedom and significanae. As an example of a
situation for whichg < p, consider the case of making a determination of thin film optical constants from
reflectance vs. incidence angle data, where three adjustable parameters have beenllisdtt eptical
constants andk, and the film thicknessl 0 but of these three parameters, we are interested only in the
uncertainty on the derived values mfand k, and so we must compute the associated 2-dimensional
confidence region im-k space. A specific example of a confidence interval computation which illustrates

the concepts described here will be presented in Section 4.4.

3. User Interface

I now describe the IMD graphical user interface (GUI). This interface, which is created from the
widgets tool kit built into IDL, is used to specify all parameters and variables, and to visualize the results
of all calculations.

Shown in Figure 5 is the main IMD widget as it might look after a periodic multilayer and
associated independent and dependent variables have been specified. In addition to the menu bar at the
top of the widget, there are three regions of this widget of particular interest to us now: the STRUCTURE

region, and the INDEPENDENT and DEPENDENT VARIABLES regions.

3.1 Structure Specification

The first step in performing a calculation in IMD is defining the ‘structure’, i.e., the parameters
that define the ambient material, the multilayer stack, and (optionally) a substrate. There are a number of
parameters that can be assigned to each structure element, i.e., layer thicknesses, interface
roughness/diffuseness parameters, etc. But common to all structure elements is the material designation,

which determines which optical constants are used for the calculation, as described in the next section.
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3.1.1 Material Designation

Each structure element - the ambient, the substrate, and each multilayer stack layer element - is
composed of some material. There are two different methods available to the user to designate materials in
IMD: in the first method, the designated material name refers to an optical constants file contained in the
IMD optical constant database; in the second method, which is applicable only in the X-ray region for
energies between 30 eV and 30 keV, the material is specified by its composition and density, and the
optical constants are computed directly from the atomic scattering factors.

The IMD optical constants database is a directory of ASCII files, where each optical constants
file contains three columns of optical dada if andk) associated with a single material. To desighate a
material by reference to an optical constants file, the user need only specify a valid file name contained in
the optical constants directory. For example, shown in Figure 6(a) is a typical IMD layer widget where the
material has been designated as amorphoi3:Aile., corresponding to a file called ‘a-Al203.nk’.

The IMD optical constants database contains data for over 150 materials, compiled from a variety
of published sources, with wavelength coverage extending from the X-ray to the far infrared region of the
spectrum. In order to use additional optical constants, a user need only create an ASCII file containing the
optical constants for the desired material, in accord with a simple format specified in the IMD
documentation. For many materials, the user can choose from among several data sets already available
in the database. The contents of any of the files contained in the database can be displayed graphically
using an interactive plot widget, available through a pull-down menu option from the main IMD widget.

The basis for the second method of material designatiday composition and density is that
in the X-ray region, the complex index of refraction for a compound of demsityelated to the atomic

scattering factorf andf, by

2N ij(fl,j +if2’j)
nOl- 3_\2p-L , (18)

2mm, & JZXin
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where the sums range over each of the chemical elements that comprise the compoxratethiee

relative concentrations of each element, andNlege the associated atomic densit&sn,, ¢, andN, are

the electron charge, the electron mass, the speed of light, and Avogadro’s number, respectively. To utilize
this method of material designation, the user must specify the atomic composition (ixg).,ate the

density of the material, as illustrated in Figure 6(b), for example, showing the layer widget for a layer

composed of GE, having a density of 6.68 gm/ém

3.1.2 Layer and Group Parameters

To create an IMD structure, the user adds layers, periodic multifdyersj optionally a
substrate as desired. Accomplishing these tasks is simply a matter of pushing the appropriate buttons on
the main IMD widget (i.e., on the right side of the STRUCTURE area of the widget shown in Figure 5.)
Layers and periodic multilayers can be subsequently grouped together to form higher level periodic
multilayers (with no limit on nesting depth), and can be moved up or down in the stack, again by pushing
the appropriate buttons.  The structure components are listed on the main IMD widget (on the left side);
by double-clicking on a structure element, the associated ambient, layer, multilayer, or substrate widget is
created, allowing the user to specify adjustable parameters (e.g., materials, layer thicknesses, interface
parameters, multilayer repeat periods, etc.), as well as the preferred units (i.e., fn,net;.), and the
displayed precision of parameter values. Thus, rather complicated structures can be defined or changed

quickly and with relative ease.

3.2 Variable Designation

For all calculations, at least one wavelength (or energy) and incidence angle must be specified;
multiple wavelengths and/or angles can be specified as well, if desired. (In the case of electric field
intensity calculations, a third independent varidbledepth, i.e., the position in the structure, measured
from the top of the first layefl] must also be defined.) In addition to these variables, any of the
parameters that describe the multilayer stack (i.e., layer thicknesses, intesfalces, graded interface

parameters, multilayer parameters, etc.) or the incident beam (i.e., polarization parbaredeysand
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angular and spectral resolution) can be designated as independent variables; up to eight independent
variables can be designated simultaneously, and the dimensionality of the resulting optical functions will
be equal to the number of independent variables specified.

For every independent variable so designated, the user must define the extent and resolution of
the grid of points over which the optical functions are to be computed. The resolution of the grid can be
designated either by specifying the size of the increment between points, or by the total number of
parameter values that comprise the independent variable; Logarithmically spaced grids can also be
designated. The user can again specify the preferred precision and units, and in the case of wavelengths
(or energies) the instrumental resolution and polarization parameters; the angular instrumental resolution
is likewise specified using the incidence angle independent variable widget.

Once the structure and independent variables are defined, any or all of the optical fiRyfjons
and A, and the electric field intensity, can be computed, by selecting these functions in the
DEPENDENT VARIABLES area of the main IMD widget (see Figure 5.) By then choosing the
appropriate menu option, the computation is performed and the results displayed using another GUI tool,
IMDXPLOT. Specific examplesllustrating the functionality of MDXPLOT will be presented in

Section 4.

3.3 Fit Parameter Designation

As described in section 2.2, parameter estimation using non-linear, least-squares fitting can be
performed, utilizing user-supplied experimental data. The experimental data is reagdsjrey a menu
option from the main IMD widget, and the Parameter Estimation and Confidence Interval widget, shown
in Figure 7(a), allows the user to add and remove adjustable (fit) parameters, and to specify the
parameters that control how the fitting is performed (i.e., number of iterations, weighting, etc.) Shown in
Figure 7(b) is a typical Fit Parameter widget, wherein the user specifies the initial parameter value (and
optionally constraints on the fit parameter), as well as the parameters associated with confidence interval

computations, as described above in Section 2.2.2.
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4. Examples

4.1 Multi-Dimensional Optical Functions of a Thin Film

The first example demonstrates how IMD can be used to visualize multi-dimensional optical
functions: | present the results of a computation of the reflectance and transmittance of an amorphous
carbon filrt® on an amorphous SjGubstrate, determined as a function of three independent variables:
wavelength, for 150 nm X < 2.0um, i.e., from the UV to the infrared; incidence angle, for & <90°;
and film thickness, for 0 A d < 1000 A.

To visualize the results of this computation, one might imagine displaying one-dimensional
graphs oR andT, for example, as a continuous function of one varidhleay, and for discrete values of
A andd. Or, perhaps it would be more useful to display a plot in two dimensions, as a continuous function
of two variables, and for discrete values of the remaining independent variableMDKBLOT widget,
which is the interactive visualization tool in IMD, indeed allows the user to display such ‘slices’ of the
optical functions, in either one or two dimensions. For example, presented in Figure 8 are some of the
results of the computation just described. Figure 8(a) shows superposed 2-dimensional surface plots of
R (8, \) andT (8, A), for two discrete values of the film thickness, 100 A and 350 A. In Figure 8(b), on
the other hand, are 1-dimensional plotsRdfd) and T (d), as well as the transmitted phaggd), at
normal incidence, for two discrete wavelengths, 193 nm and 248 nm (i.e., the wavelengths used for DUV
lithography.) Using the buttons, sliders, and menu options available oMD¥PILOT interface, the
user can easily display such slices through parameter space, and customize the graphs according to their
preference: multiple optical functions can be superposed, the appearance (i.e., colors, line-styles, plotting
symbols, etc.) of the different functions can be adjusted, and various legends and plot-labels can be
generated. Additionally, the sliders associated with each of the independent variables (shown in the
INDEPENDENT VARIABLES region of the IMDXPLOT widgets in Figure 8, for example) can be used

to vary in real time one or more independent variables and view the resulting effect on the optical
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functions. A variety of standard graphics file formats (i.e., PostScript, PCL, HPGL, and CGM) are

available for output.

4.2 Reflectance and Electric Field Intensity for an X-Ray Multilayer Film

The second example shows how IMD can be used to adjust, for optimal performance, design
parameter values of a periodic multilayer. A determination of the electric field intensity in a periodic
multilayer film is presented as well. Shown in Figure 9(a) is an IMD-generated plot, showing the normal
incidence soft X-ray reflectance of a Y/Al periodic multilayer fild=90 A, N=40), as a function of one

particular design parameter, the film thickness rdtigwhere ' =d, /(dy +d,).) By using IMD to

computeR(l"), the optimal value of (i.e., giving the highest peak reflectance) is immediately evident.
Optimized values of other design parameters can be similarly obtained.

Displayed in Figure 9(b) is an IMDXPLOT widget showing the electric field intensity as a
function of depth for th& = 0.5 Y/Al multilayer, for two values df. An observation of the position of
the local maxima of the electric field intensity in the standing-wave pattes=H2 A (i.e., the
wavelength corresponding to the peak reflectance) suggests, for example, that any interface imperfections
at the Al-on-Y interfaces, where the electric field intensity is strongest, might have a much different effect
on the peak reflectance than interface imperfections at the Y-on-Al interfaces, where the electric field

intensity is much weaker.

4.3 XRR Analysis of a W/Cr Bilayer

The third example demonstrates how the unique ability in IMD to interactively vary model
parameters ‘manually’ can be used, in conjunction with the non-linear, least-squares fitting capability, to
accurately determine a large number of film parameters from experimental data.

Shown in Figure 10 are the measured and calculated grazing incidence X-ray reflectance-vs.-
incidence-angle curves for a W/Cr bilayer thin film. These particular films are currently being used as the
electron scattering layers in masks for a projection electron-beam lithography tool currently being

developedf (SCALPEL®,) in which the image contrast achieved at the focal plane of the tool depends
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critically on the W and Cr layer thicknesses and densities. A precise measurement of these parameters is
thus required, and such a measurement can be obtained through the use of XRR analysis, using the curve-
fitting techniques described in Section 2.2. However, even for these relatively simple bilayer films, there
are a number of additional parameters in the model that must be varied in order to fit the data with
sufficient accuracy. For example, the best-fit curve shown in Figure 10 (label@d ‘A’) was obtained

by fitting eight adjustable parameters: the densities, layer thicknesses, and interface roughnesses of both
the W and Cr layers, as well as the thickness and roughness of a top layer oxigleh@/@rms on

these films.

In order to utilize non-linear, least-squares curve-fitting to determine fit parameters, the choice of
initial parameter values must be relatively close to the final, ‘best-fit' values, or else the fitting algorithm
will be unable to locate the global minimum in parameter space corresponding to the minimum value of
the x? statistic. This point is especially true in this particular example, where the fitting was performed
with so many adjustable parameters. The ability in IMD to first vary parameters ‘manually’ (as described
in Section 3.2) and to visualize in real-time the resulting effect on the optical functions (reflectance, in
this case), greatly facilitates the task of determining initial fit parameter values.

To illustrate, in order to fit the data shown in Figure 10, one might start (using bulk densities) by
manually varying the W and Cr layer thicknesses, until both the high-frequency and low-frequency
modulations in the calculated reflectance are reasonably coincident with those in the measured data.
These two superposed modulations (seen in Figure 10 as having periods of ~0.18° and ~1.0°,) correspond
to interference due to the total film thickness (i.e., ZWOW + Cr layer thicknesses) and the Cr layer
thickness, respectively. Therefore, it's especially useful to be able to manually vary two (or more) layer
thicknesses in a single calculation, and to view the results interactively MigPILOT, in order to
match both modulations simultaneously. Nonetheless, the W and Cr layer thicknesses will generally need
significant refinement once other parameters are varied as well, as the effect on the reflectance of other
adjustable parameters are effectively coupled to the layer thicknesses. An example of such a coupling can

be seen in Figure 10, where reflectance curves are shown for several values of the W layer roughness: it
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can be seen that the thickness modulations shift significantly with rouglmesas (effect that cannot be

completely de-coupled from the effect of the individual layer thicknesses.

4.4 Optical Constants Determination for a Thin Film

The final example illustrates the ability in IMD to compute confidence intervals, in order to
estimate the precision of fit parameters determined from non-linear, least-squares curve-fitting. Shown in
Figure 11(a) are the results of non-linear, least-squares curve-fitting to determine, from reflectance vs.
incidence angle measurements, the optical constantend k) for a thin film. Once the best-fit
parameters were found (as indicated in Figure 11(a)), the value gt #hatisticS was computed over a
grid of points in parameter space, as described above in Section 2.2.2. The result of thisticongre
displayed in the IMDXPLOT widget shown in Figure 11(b), where the contours-of-coisssaatshown
in two-dimensions, corresponding to the 68% (i.eg’land 95% (‘26’) joint confidence regions. The
IMDXPLOT sliders in this case can be used to vary the valueSofi’) (see equation 17), or to vary the

parameter values when displaying contours-of-con&antene dimension (not shown.)

5. Summary

| have described the physics and algorithms on which the IMD computer program is based, and
have presented a number of examples that illustrate some of IMD’s unique capabilities. Future
enhancements to IMD’s capabilities will include the ability to compute the non-specular (diffuse) scattered
intensity due to interfacial roughness, the ability to define depth-graded thicknesses and interface
parameters, and tools to allow the user to further analyze interactively the computed optical functions
(e.g., minimum and maximum values, feature widths, averages, integrals, etc.) The software is available

for free, and can be downloaded from the website listed in reference (2).
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Table 1.Interface profile functions, p(z), and the associated Fresnel reflection coefficient modification

factors w(s) (from reference 7) available for use in IMD.



Figure Captions
Figure 1. Diagram of a plane wave incident at the interface between two optically dissimilar materials.
Figure 2. Sketch of the interface profile functigz), which describes a rough or diffuse interface

Figure 3. Diagram of a multilayer stack containiry layers, where the optical constants, thickness,
propagation angle, and interface roughness/diffuseness parameteri®flalyer aren;, d;, 6; and o;,
respectively. The ambient (i.e., the region aboveitin has optical constants, and the substrate has

optical constantas.

Figure 4. Diagram of a graded interface of widtty, consisting ofNy = 3 layers. In this case, the

distribution parametexX is slightly less than 0.5, approximately.

Figure 5. Themain IMD widget, as configured to compute the normal incidence reflectance of a Y/AI
multilayer as a function of wavelength and layer thickness parametéihe results of this particular

computation are presented in Section 4.2)

Figure 6. A typical IMD layer widget, with material designation (a) by reference to an optical constants

file, and (b) by specification of material composition and density.

Figure 7. (a) The IMD Parameter Estimation and Confidence Interval widget (configured for the curve-
fitting example in Section 4.3,) and (b) a typical Fit Parameter widget (configured for the confidence

interval computation example in Section 4.4.)

Figure 8. Results of the computation of reflectance and transmittance of an amorphous carbon film on an
amorphous Si@substrate, as described in the text. (a) The IMDXPLOT widget showing two-dimensional
surface plots of reflectance and transmittance versus incidence angle and wavelength, for discrete values
of the carbon film thickness. (b) One-dimensional plots of reflectance, transmittance, and transmitted

phase versus film thickness, at normal incidence, and for two discrete wavelengths



Figure 9. (a) Reflectance of a Y/Al periodic multilayer film as a function of the film thickness fati®)

Electric field intensity as a function of depth into the film, for two wavelengths.

Figure 10. Measured grazing incidence X-ray reflectance for a W/Cr bilayer film (filled circles) and

calculated reflectance curves for different values of the W layer interfacial roughness (as indicated.)

Figure 11. (a) Results of non-linear, least-squares curve-fitting to determine, from reflectance vs.
incidence angle measurements, the optical constamtisdk) for a gold film. (b) An MDXPLOT widget

showingjoint confidence intervals associated with the best-fit values of the optical constants.
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What's New In Version 4.0

IMD Version 4.0 includes severa major new features:
. Non-specular reflected intensity calculations

Computations are performed using either a dynamical Born approximation vector theory [4], or
the so-called 'Distorted-Wave Born Approximation' formalism [5-8], a scalar theory which is
nonetheless valid below the critical angle of total external reflection in the X-ray region.

Two power-spectral-density (PSD) function models are available: a PSD function based on the
stochastic model of film growth and erosion developed by D. Stearns (see below), and amore
conventional PSD function parameterized by roughness, correlation length, and jaggedness
parameters.

. A stochastic model of thin film growth and erosion

The model can be used to account for the evolution of interfacial roughness through the film
stack [9], and can be applied to both specular and non-specular optical function calculations.

Depth-graded multilayers

A choice of depth-grading profilesis available to model aperiodic multilayer films. When using
the conventional PSD function (see above,) depth graded roughness and correlation length
parameters can be defined as well.

Coupled parameters

An unlimited number of structure parameters (optical constants, compositions, densities, layer
thicknesses, PSD parameters, etc.,) can be coupled to one another. Thus, a single independent
variable or fit parameter can be used to adjust multiple parameters simultaneously.

High-energy optical constants and atomic scattering factors
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Atomic scattering factors and optical constants now extend to 100 keV.
. New specular optical functions

Ellipsometric psi and delta functions, and user-defined specular optical functions (for example,
RJR,, T3/R, or whatever) can be computed.

. Enhanced graphics
Several new features have been added to the IMDXPLQOT visualization tool:

o There are now four ways to display 2D optical functions. surface plots, contour plots, filled
color contour plots, and superimposed contour/color image plots.

o Interactive zoom and window resizing is now available.

o A new IMDXPLOT Tools menu allows for (a) live cross-hair display on 1D and 2D
contour plots (with live 1D-dlices), and (b) region-of-interest analysis: periodicities, min
and max, average, integral, full-width-half-max, and full-width-half-min.

What's New In Version 4.1

. Parameter Estimation

In addition to the Marquardt (CURVEFIT) agorithm, IMD now includes C. W. Markwardt's
implementation of the (more robust) Levenburg-Marquardt (MINPACK-1) fitting algorithm.

Fit parameter values - aswell as alive' plot - are now displayed during curve-fitting, showing the
progress of the fit with each iteration.

Offsets and/or Scale Factors can be added to your measured data. In addition, Offsets and/or Scale
Factors can be designated as fit parameters.

In addition to these changes, uses may wish to consult the RELEASE NOTES.

Back | Contents | Next
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IMD 1.1. System Requirements

1.1 System Requirements

IMD iswritten in the IDL language, and will run on any platform supported by IDL. Little or no IDL
expertiseisrequired to use IMD.

You will need avalid, licensed copy of IDL torun IMD. IDL version 5.0, 5.1 or 5.2 isrequired; Version
5.1/5.2 isstrongly recommended, especially for Windows and M acintosh platforms. IDL is available
from Research Systems, Inc, <http://www.rsinc.com>

Note: IMD will not run with the Student VVersion of IDL.

Note: It is possible to run IMD as an 'extension’ to the XOP program, which is available for Unix
and Windows platforms, free of charge to research institutes and non-profit organizations.
Information on XOP can be found at
<http://www.esrf.fr/computing/expg/subgroups/theory/idl/xop/xop.html>. Please consult the
instructions in Section 7 of the IMD README file for further detailson using IMD asa

XOP extension.
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Version 4.1, Decenber 1998
David L. W ndt

w ndt @el | -| abs. com
www. bel | -1 abs. comf user/w ndt/i dl

Copyright (c) 1997-1998, David L. W ndt
Bel | Laboratories, Lucent Technol ogi es.
Al rights reserved

This file contains instructions for downl oadi ng, unpacki ng and
installing | MD.

Contents of this file:

System requirenents

Downl oadi ng | MD

Unpacki ng | MD

Installing I MD

Starting | MD

Getting help

Using I MD as a XOP extension

NookwbE

1. SYSTEM REQUI REMENTS

IMDis witten in the IDL | anguage, and will run on any platform
supported by IDL. Little or no I DL expertise is required to use | M.

You will need a valid, licensed copy of IDL to run IMD. |IDL version
5.0, 5.1 or 5.2 is required; Version 5.1/5.2 is *strongl y*
recomended, especially for Wndows and Macintosh platforns. IDL is
avai |l abl e from Research Systems, Inc, <http://ww.rsinc.conpr

NOTE: IMD will not run with the Student Version of |DL.

NOTE: It is possible to run IMD as an 'extension' to the XOP program

which is available for Unix and Wndows platforns, free of charge to

research institutes and non-profit organi zations. Information on XOP

can be found at

<http://ww. esrf.fr/conputing/expg/subgroups/theory/idl/xop/xop.htm >,
Pl ease see section 7 of this document for further instructions.

2. DOMWNLQADI NG | MD

There is only one IMD distribution, and it should run on any platform
supported by IDL. For your conveni ence, however, | have created
several different download files, making it easier for you to unpack

I MD on your particular platform (The contents of the three downl oad
files are virtually identical, however.) Choose whi chever one you
l'ike.

Downl oad fil es:

Unix: ind.tar.Z
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W ndows: ind. zip
MacGsS: i nd. hgx

(Note that you nay need to explicitly configure your browser to save
the download file directly to disk.)

3. UNPACKI NG | MD

To unpack the file you downl oaded, follow the instructions bel ow for
your specific platform Wen you have finished unpacking the
distribution, you will find two directories: "inmd" and "windt". The
total distribution requires approximately 38 MB of di sk space,

i ncludi ng approximately 15 MB for the IMD optical constants and atonic
scattering factors databases, ~3 MB for the hypertext docunentation,
and ~12 MB for the exanples files. (The exanples files are optiona
and can be deleted if necessary; consult Appendix B.1 of the IM
docunentation for additional help on conserving disk space.)

Uni x

0 Unpack the ind.tar.Z file, using the Unix unconpress and tar
commands:

$ unconpress -c ind.tar.Z | tar -xvf -
W ndows

0 Use the (32-bit) WnZi p shareware programto unpack the
imd.zip file.

MacOS

0 Use the Stuffit Expander freeware programto unpack the
imd. hgx file; the "ind" and "windt" folders will be |ocated
in the newy-created "ind. sea Fol der".

4. | NSTALLI NG I MD

The IMD distribution is contained entirely in the directory (or
folder, if you prefer) called inmd. Wthin this directory are the IM
prograns, and the subdirectories containing optical constants, atomic
scattering factors, docunentation, and exanpl es.

The main IMD programis distributed as an IDL SAVE file, and all the
required I DL procedures and functions are already | oaded, so you will
not need to include any other directories in your |IDL path. However,
included along with the ind directory is the directory called w ndt,

whi ch contains a variety of IDL programs for general use, nany of

whi ch are used by IMD. (But again, these files are not needed by |IND
as they are already conpiled into the IMD SAVE file.) Wen you unpack
the file you downl oaded fromthe web, you will find both the inmd and

wi ndt directories.

The ind directory should nomnally be installed in a directory that
you nust create called user_contrib, inside the main |IDL
directory. That is, you should end up with a directory called
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....lidl/user_contrib/imd (using Unix "notation".) You can al so
install the windt directory in the user_contrib directory if you
choose.

Consult Appendix B.1 of the |IMD docunentation if you need to install
I MD somepl ace el se, and for instructions on other |NMD custom zation
options.

5. STARTING | MD

Bef ore you attenpt to start IMD, make sure that the inmd directory is
included in your IDL Path. Consult the IDL manuals for instructions
on how to do this.

To start IMD, at the IDL pronpt type:

IDL> .run indstart

This will load IMD and | aunch the main I MD program |f you exit |INM
and wish to run it again during the sanme IDL session, at the IDL
pronpt type:

| MD> i md

Note: You can define NORUN=1 before executing '.run indstart', to
i nhibit automatic execution of the ind procedure.

Note: On Unix platforns, the I DL_DEVI CE environnent variabl e nmust be
set to 'X .

6. GETTI NG HELP

A compl ete hypertext manual explaining howto use IMDis included with
the IMD distribution. Users are *strongly* encouraged to have a | ook at
this material in order to fully appreciate the many uni que capabilities
of IMD. Point your browser to the file .../inmd/docs.dir/index.htm.

In addition, there are several IMD files in the exanples.dir directory
that illustrate sonme of the features of IMD, so you m ght want to have
a | ook there.

7. USING | MD AS A XOP EXTENSI ON

(I'f you will use IMDwith a |icensed copy of IDL, you can skip the
followi ng instructions.)

A. To install IMD as a XOP extension, performthe follow ng four
st eps:

i. Download and install the XOP program as described at the XOP website:
<http://ww. esrf.fr/conmputing/expg/subgroups/theory/idl/xop/xop.htm >.

ii. Downl oad and unpack the IMD distribution, follow ng the
instructions given above in section 2 and 3. Install the ind directory
in the XOP extensions directory. Wen you conplete this step, you
should end up with a directory called .../xop/extensions/ind.

iii. Copy and rename the appropriate inddxop.sav_V file - where V=50
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for the version of XOP built fromIDL version 5.0, V=51 for the
version of XOP built fromIDL version 5.1, and V=52 for the version of
XOP built fromIDL version 5.2 - fromthe ind directory to the XOP
extensions directory. Wen you conplete this step, you should end up
with a file called .../xop/extensions/ind4xop.sav. That is:

for XOP / 1DL V5. O0:

copy .../extensions/inmd/ extras.dir/ind4xop.sav_50
to .../ extensions/ind4xop. sav

for XOP / 1DL V5. 1:

copy .../extensions/inmd/ extras.dir/inmddxop.sav_51
to .../ extensions/inmldxop. sav

for XOP / IDL V5.2

copy .../extensions/inmd/ extras.dir/ind4xop.sav_52
to .../ extensions/ind4xop. sav

iv. Using a text editor, edit the xop_extensions.lis file and add the
single |ine:

i md4xop. sav

Consult Appendi x B.1 of the |IMD docunentation for instructions on
ot her | MD customi zation options.

B. Starting IMD as a XOP extension
There are two (platformspecific) ways to run IMD as a XOP extension
For Uni x pl atforns:

At the unix system pronpt, type:

xop i nd4xop

-or-

Fromthe main XOP w ndow.

a. Select Tools -> IDL Macro

b. Cear the window and type i nd4xop

c. Select File -> Quit and accept changes
For W ndows pl atforns:

Assumi ng your XOP installation directory is c:\xop, double-click
on the file:

c:\ xop\ ext ensi ons\i nd\ extras. di r\i nd4xop. bat

Note: If your XOP installation is different fromc:\xop, you wll
need to edit the ind4xop.bat file accordingly.

_or_
Fromthe main XOP wi ndow:

a. Select Tools -> IDL Macro
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b. Cear the wi ndow and type i nd4xop

c. Select File -> Quit and accept changes
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1.2 Downloading IMD

The latest version of IMD can be downloaded starting from the following URL:

<http://www.bell -l abs.com/user/windt/idl >

(To unpack the download file, follow the instructionsin the IMD README file.)

Back | Contents | Next
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1.3 Installing IMD

The IMD distribution is contained entirely in the directory (or folder, if you prefer) called i nd. Within
this directory are the IMD programs, and the subdirectories containing optical constants, atomic
scattering factors, documentation, and examples.

The main IMD program is distributed as an IDL SAVE file, and all the required IDL procedures and
functions are already loaded, so you will not need to include any other directoriesin your IDL path.
However, included along with thei nd directory isthe directory called w ndt , which contains a variety
of IDL programs for general use, many of which are used by IMD. (But again, these files are not needed
by IMD asthey are already compiled into the IMD SAVE file.) When you unpack the file you
downloaded from the web, you will find both thei nd andw ndt directories.

Thei md directory should nominaly beinstalled in a directory that you must create called

user _contri b, insidethemain IDL directory. That is, you should end up with a directory called
.JJidlfuser _contrib/imd (using Unix "notation".) You can also install thew ndt directory in
theuser contri b directory if you choose.

Consult Appendix B.1 if you need to install IMD someplace else, and for instructions on other IMD
customization options.
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B.1 Customizing the installation

If you will use IMD with alicensed copy of IDL, and you choose not to install thei nd directory inside
of theuser _cont ri b directory inthemain IDL directory, then you must edit thefile

| mdsi teconfi g. pro,locatedinthei nd directory. Thefilei ndsi t econfi g. pr o contains
executable IDL code (although the program itself will not run if you just type. r un

| mdsi t econfi g. pro a thelDL prompt.) You must change the value of thei ndhonme variablein
thisfile so that it refers to the actual IMD installation directory.

There are several other parameters you can adjust in thisfile:

« You can specify default widget fontsto be used by IDL, as per your preference: set the value of
thef ont _wvariable to the name of avalid IDL widget font for your site. In addition, you can tell
IMD how to display the angstrom symbol and the greek "mu" symbol for the font you specify.

« You can add additional optical constant directoriesto the default IMD optical constants search
path (so that you don't have to add them using the IMD menu option described in Section A.2.)

Thevariablei nd_nkpat h ini ndsi t econfi g. pr o isastring array containing the list of
optical constant directories to be searched by IMD.

. Thesp_max_array_si zeandns_max_array_si ze parameters can be adjusted according
to the memory limitations of your computer. That is, you might be able to avoid the ‘Not enough
memory to make array' error message when trying to calculate large arrays, under certain
conditions:

For specular optical functions, the largest arrays that IMD will attempt to create to perform
the actual computation are proportional to (number of wavelengths) x (number of angles) x
(number of layers). So if you get the 'Not enough memory' message when computing
specular optical functions as a function of multiple wavelengths, you can try
DECREASNG thesp _nax_array_si ze parameter.

For non-specular reflected intensities, the 'Not enough memory' error ismost likely to
occur when using the Omega/Nu/N PSD model, if you have defined large Nu values or
Omega values equal to zero. In this case, IMD will need to create arrays that are
proportional to (number of angles) x (number of layers) x (number of layers), where
(number of angles) is equal to the number of incidence angles for Rocking and Offset
scans, and the number of scattering angles for Detector scans. So if you get the 'Not
enough memory' message when computing non-specular reflected intensities as a function
of multiple angles using the Omega/Nu/N PSD model under the circumstances just
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mentioned, you can try DECREASNG the ns_max_array_Si ze parameter.

Also, these parameters can be decreased if you find that your computer isusing alot of virtual
memory (i.e., spending alot of time swapping to disk). Note, however, that decreasing
Sp_nmax_array_sizeorns_nax_array_si ze toolow will result in alarge speed penalty.

CONSERVING DISK SPACE

If you need to conserve disk space, there are anumber of files that are included in the imd distribution
that are optional, and can be safely deleted. Specificaly, the exanpl es. di r directory contains many
examplesfiles, all of which can be deleted. Also, three versions of the IMD binary file are shipped: one
to be used with IDL version 5.0, called i nd_ 50, another to be used with IDL version 5.1, called

i rd_51, and another to be used with IDL version 5.2, calledi nd_52. If you are sure you will only
use oneversion of IDL (V5.0, V5.1, or V5.2), then you can delete whichever IMD binary files are not
going to be used. Finally, this hypertext documentation is non-essential, and so the entiredocs. di r
directory can also be removed.
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A.2 Using your own optical constants

If you wish, you can use your own optical constants with IMD. To add you own optical constants, you
must follow these two steps:

1) Create an nk file, according to these conventions: the file must consist of three columns of data
(lambda [in angstroms], n, k). Y ou can include comments (preceded by semicolumnsin the first column)
at the beginning of thefile, but there can be no comments or blank lines anywhere else in the file. (Make
sure there are no blank lines at the end of thefile!) Y ou should also follow the file-naming convention
described in the previous section. When creating plots, IMD can display the reference portion of the file
name as a subscript. (SeetheFi | e- >G obal Pl ot Preferences->Material Nanes
option.) Also, any numbersin the Material name are displayed as subscripts, e.g., the"2" in SIO2 will be
displayed as a subscript.

2) Tell IMD wheretofind thefileyou've created. Thisis done by selecting Mat eri al s/ OQpt i cal
Const ant s- >Opti cal Constants Search Pat h fromthelMD menu bar. A widget will
appear that allows you to add and subtract directories to the IMD optical constants search path; you can
also adjust the order of directories searched, as IMD will search the directories in the order listed, and
will use thefirst file found that matches the material name you specify. Note that the default optical
constants search path can be changed as desired by editing the i ndsi t econfi g. pr o file. See
Appendix B.1 for details.

If you wish, you can also create afile called AAACATALOG. TXT, to be kept in your personal optical
constants directory, so that you will be ableto usethe Mat eri al s/ Opti cal Constants ->
Browse Optical Constants Dat abase optionto view the contents of your files using
XNKPLOT directly from IMD. Follow the same format that's used in the AAACATALOG. TXT filein
nk. dir,
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A.1 The IMD optical constant database

The IMD optical constant database islocated in the directory called nk. di r,inthei nd directory.
Optical constant files are designated by a'. nk' extension, and are ASCI| files containing three columns of
numbers: wavelength (in angstroms), n, and k. Comment lines (beginning with a semicolon) may precede
the data.

Each 'nk' filein nk. di r corresponds to one material, athough there is usually more than one nk file for
any given material. The naming convention | have adopted for nk filesisMat eri al _r ef er ence. nk.
For example, thefile Si _pal i k. nk corresponds to the optical constants for silicon, taken from the
optical constant handbook by Palik [18]; thefileSi | | nl _cxr 0. nk correspondsto other datafor
silicon, in this case datain the X-ray region compiled from the LLNL and CXRO atomic scattering factors
(see section A.3 below.) Source reference information is usually included as a comment at the beginning
of thefile. In addition to these source-specific files, for every material | have created compilation files that
cover as wide arange in wavelength as possible. The compilation files include no reference in the name.
For example, thefile Si . nk isacompilation of thedatafromSi _| | nl _cxr o. nk and

Si _pal i k. nk, and spans the range from 0.124 angstroms to 3.33e6 angstroms.

To use a specific file for agiven material, enter the full name of the file (excluding the. nk extension) in
the Material fieldsin therelevant anbi ent , | ayer, or subst r at e widgets (be sure that the Optical
constants file name button is checked, rather than the Conposi ti on and densi ty button.). For
example, to use the data for silver published by Hagemann, et al, specify Ag_hagenann, instead of just
plain Ag.

The nk files contained in the nk. di r directory arelisted in the file called AAACATALOG. TXT, whichis
also located innk. di r . Thisfileis displayed when you select Mat eri al s/ Opti cal Constants -
> Browse Optical Constants Dat abase fromthelMD menu bar.
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A.3 Creating new X-ray optical constants

If thereis amaterial that you wish to model using IMD in the X-ray region that is not included in the
IMD optical constants database, as an alternative to designating that material by composition and density
as described in Section 2.1, you can generate afile of optical constants over the entire 30 eV to 100 keV
photon energy range using the program IMD F1F2TONK. Y ou can then designate IMD structure
element materials by reference to thisfile. (Many of thefilesin the IMD optical constants database were,
in fact, created using this program.)

The IMD_F1F2TONK program can be run independently of IMD, by typingi nd_f 1f 2t onk at the
IDL prompt, or it can be accessed from within IMD by selecting the Mat eri al s/ Opt i cal
Const ants->Create New X-Ray Optical Const ants optionfromthe main IMD menu.

The program computes the optical constants for a compound (specified by its composition and density)
using the atomic scattering factors, f1 and f2, as described in reference [12]. A combination of atomic

scattering factors from two sources are used: from 30 eV to 30 keV, the program uses atomic scattering
factors compiled by Eric Gullikson at the Center for X-Ray Optics, Lawrence Berkeley Laboratory, as
described in reference [12]; from 30 keV to 100 keV, atomic scattering factors from the Lawrence

Livermore National Laboratory are used, as described in reference [13]. The composite atomic scattering
factorsfiles are located in the directory called f 1f 2. di r inthei nd directory.

The IMD_F1F2TONK widget is show in figure A.3.1:

Figure A.3.1 1 MD_F1F2TONK widget, in this example set to calculate the optical constants for Al,Os.
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[ =] Atomic Scattering Factors —> Optical Constants | | |

To create the optical constants for a compound, you must first specify how many different elements
comprise the compound (using the Mor e El enent s and Fewer El enent s buttons), the names of
the elements (by selecting from the list of the 92 available elements,) the relative numbers of each
element, and the density (in grams/cm3) of the compound. The Pr eci si on menu allows you to adjust
the number of decimal spaces displayed for both density and composition values. By selecting the

Cal cul at e->Opti cal Const ant s menuitem, the program will read the f1 and f2 values for each
element specified, compute the values of n and k, and plot the results. Y ou can then save these results to
an IMD optical constant file by selecting the Fi | e- >Save menu item.
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2.1 Designating Materials and Optical Constants

Thefirst step in performing a calculation is defining the structure. At the highest level, a structure consists of three
components: the ambient material, the multilayer stack, and (optionally) a substrate. Although the different structure
components are specified in somewhat different ways, as described in section 2.2, common to all structure elementsis
the material designation, which determines what optical constants are used for the calculation. This section discusses
material designation and optical constants.

Each structure element - the ambient, the substrate, and each multilayer stack layer element - is composed of some
material. There are two different methods you can use to designate materials:

. Inthefirst method, the designated material name refers to an optical constants file contained in the IMD optical
constant database.

. Inthe second method, which is applicable only in the X-ray region for energies between 30 eV and 100 keV, the
material is specified by its composition and density, and the optical constants are computed directly from the
atomic scattering factors.

The use of the two methods for material designation is best illustrated by example. But before illustrating the
techniques for material specification, | will describe in the next section the IMD optical constants database.

BROWSING THE IMD OPTICAL CONSTANTSDATABASE

To see which materials are available (and over which wavelengths) in the IMD optical constant database, i.e., the
materials available for use by the first method of material specification above, select Mat eri al s/ Opti cal
Constants -> Browse Optical Constants Dat abase fromthe menu bar. Doing so will bring up the

catalog of available optical constants, as shown in Figure 2.1.1:

Figure2.1.1 IMD Avai | abl e Optical Constants widget
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Each available optical constant fileis listed, along with abbreviated source reference and wavel ength coverage
information. By selecting an item from the catalog, two new widgets will appear: one displaying atext listing of the
optical constants contained in the file you selected, and another (an XNKPLOT widget) showing a plot of the optical

constants (n and k) versus wavelength. For example, shown in Figure 2.1.2 are the optical constants for silver:

Figure 2.1.2 XNKPLOT of the optical constants of Ag
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Y ou can use the XNKPLOT Pr ef ences menu itemsto adjust the appearance of the optical constants plot, and you
can print the plot using the Fi | e- >Pr i nt menu option (asif you couldn't have figured that one out.)

Consult Appendix A for more details on optical constants, including how to use your own optical constants, and how to
create new X-ray optical constants.

MATERIAL DESIGNATION

As mentioned above, there are two different methods available for material designation in IMD. These two methods
will now be described in more detail. Although the material designation techniques described here apply to al structure
elements - ambient, substrate and layers - | will show how to specify the material in alayer element as a specific
example.

METHOD 1: Material designation by reference to an optical constantsfile

Shown in Figure 2.1.3 isthe layer widget associated with anew layer. (i.e., the widget that appears when you press the
Add Layer button; the techniques for adding a new layer to the multilayer stack are described fully in section 2.2.)

Figure2.1.3 AnIMD Layer widget, asit appears when anew layer is added to the multilayer stack.
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e e

TheOptical constants file nane buttonisselected by default, indicating that material designation is by
reference to avalid optical constants file. The default layer material is"Vacuum", which means that the optical
constants (n,k) have the value of (1.,0.) for all wavelengths. (Indeed, "Vacuum" isthe default material for al new
structure elements.) To change the material, you can enter a (valid) material name in the material field, or else pressthe

Browse. .. buttonto display achoice of al available materials, as show in the next figure (entering an invalid
material name has the same effect as pressing the Br owse. . . button):

Figure2.1.4 Pressing the Br owse. . . button: the IMD material selection widget
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The material selection widget lists all available optical constant files (.nk files). Y ou can scroll through the list of
available files and select the material you like by clicking on the file name, and pressing the OK button.

Note: you'll seethat there are no files named 'Vacuum' available. To designate Vacuum as a material, you must
either type 'Vacuum' in the material field (or leave it blank) and hit return.

Asan example, shown in Figure 2.1.5 is the Layer widget after sel ecting amorphous aluminum oxide - the first choice
inthelist of available optical constants show in Figure 2.1.4.

Figure2.1.5: IMD Layer widget corresponding to an amorphous aluminum oxide layer.
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METHOD 2: Material designation by density and composition specification

To utilize the second method for material specification, click ontheDensi ty and conposi ti on button. Doing
so will cause the L ayer widget to appear asin Figure 2.1.6.

Figure2.1.6: AnIMD Layer widget withtheDensi ty and conposi ti on button selected.
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When specifying a material by density and composition, you must specify how many different elements comprise the
compound (using the Mor e El enent s and Fewer El enent s buttons), the names of the elements (by selecting
from the list of the 92 available elements,) the relative numbers of each element, and the density (in grams/cm3) of the
compound. The Pr eci si on menu allows you to adjust the number of decimal spaces displayed for both density and
composition values. As an example, shown in Figure 2.1.7 isalLayer widget configured to use amaterial consisting
of 3 parts Cr and 2 parts C, having a density of 6.68 gm/cm3.

Figure2.1.7: An IMD Layer widget corresponding to alayer of Cr5C,, having a density of 6.68 gm/cm3.
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LAYER 1

P |

Note: material specification by density and composition is applicable only in the photon energy range from 30
eV to 100 keV (i.e., wavelengths between 413 and 0.124 angstroms.) See Appendix A.3 for more details.

Regardless of which method you use to specify amaterial, the results of your material selection will be listed in the
Structure List. For example, if you have chosen water as the ambient material, the Structure List will indicate
‘anbi ent: H20.
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2.2 Defining a Structure: Specifying Parameters

The STRUCTURE area of the main IMD widget (shown in Figure 2.1.1) consists of the Structure List, which lists the
current structure elements, the buttons to the right of the Structure List, which are used to add, remove, and modify
structure elements, and the Layer Count indicator below the Structure List, which indicates the total number of layers that
comprise the structure.

Figure 2.2.1 The STRUCTURE area of the main IMD widget.

The techniques for defining each type of structure element - ambient, layers, and the substrate - will be described in turn
below.

AMBIENT
When IMD first starts up cold, the only structure component listed in the STRUCTURE area of the main widget isthe
ambient (asin Figure 2.2.1). To edit the ambient parameters, double-click on the "anmbi ent " linein the Sructure List, or

select (highlight) thisline and pressthe Edi t button (to the right of the Structure List.) This brings up the Anbi ent
widget, as shown in Figure 2.2.2.

Figure2.2.2 IMD Anbi ent widget
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The material isthe only parameter that can be specified for the ambient. (In contrast, there are many layer and substrate
parameters, e.g., thicknesses, roughnesses, etc., as described below.) The default ambient material is"Vacuum". Use the
techniques described in section 2.1, to change the ambient material.

MULTILAYER STACK

InIMD, a'multilayer structure' consists of individual layers, which can optionally be grouped together to define periodic
(or aperiodic, i.e., depth-graded) multilayers. Y ou define each layer by specifying the material comprising the layer, the
layer thickness, and the interface properties: interfacial roughness, diffuseness, power-spectral-density parameters, etc.

Interface parameters are discussed in detail below.

LAYERS

To add alayer to the multilayer stack, pressthe Add Layer button to the right of the Structure List. Doing so brings up
alLayer widget like the one shown in Figure 2.1.3 in the previous section. Use the techniques described in that section to

specify the layer material.

For every layer, you must also specify the layer thickness, by entering the desired thickness value in thickness entry area.
Y ou can specify the desired length units (i.e., angstroms, nanometers, or microns) and precision using the Uni t s and
Preci si on menus.

Note: length units and precision - which affect layer thicknesses and interface parameters - are global, i.e., all
layers are described by the same length units and precision, so any changes madein onel ayer widget will affect
all others.

As an example, shown in the next figure is the layer widget associated with alayer of gold, 50 nm thick.
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Figure2.2.3IMD Layer widget corresponding to a 50-nm-thick layer of gold.

e et [

To add more layersto the structure, continue to pressthe Add Layer button (to the right of the Structure List.) Each
new layer will be inserted into the stack just below the currently selected (highlighted) layer. Use the Move Up and
Move Down buttonsto change the position of layersin the stack, and use the Renove and Renove Al |l Layers
buttons to delete selected layers.

The layers you create are listed in the Sructure List, and are numbered consecutively (starting with layer number 1) from
the top down (towards the substrate.) Layers can be edited either by double-clicking on the corresponding element listed
in the Structure List, or by selecting a layer from the Structure List and then pressing the Edi t  button.

PERIODIC MULTILAYERS

Any number of layers can be grouped together to create periodic multilayers. There are two ways to define such
multilayers:

A. Layersthat have already been added to the structure can be grouped by pressing the G oup button (to the right
of the Structure List), once you have selected (highlighted) the layer that you want to designate as the top of the
group in the Sructure List. You will then be asked to choose which layer to designate as the bottom of the group;
you must choose from alist of available layers (or multilayers) that will be presented. Y ou can then edit the
periodic multilayer by double-clicking on the corresponding element in the Structure List, or by selecting the
periodic multilayer in the Sructure List and then pressing the Edi t  button.

or

B. Pressthe Add Mul ti | ayer button (to theright of the Structure List). You will be prompted to enter the
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number of different layer elements (NOT the total number of layers!) to be contained in the new periodic
multilayer. Once you have entered the desired number of layer elements (and pressed the OK button), awidget

appears that allows you to specify the periodic multilayer parameters.

Once layers have been grouped to form a periodic multilayer, these layers will be indented in the Sructure List, and an
additional line describing the multilayer parameters will be added to the list. For example, Figure 2.2.4 shows the
STRUCTURE area of the main IMD widget after defining a periodic multilayer consisting of two layers. An example of
the corresponding Mul ti | ayer widgetisshownin Figure2.2.5:

Figure 2.2.4 The STRUCTURE area of the main IMD widget after defining a 2-element periodic multilayer.

Figure2.25IMD Mul ti | ayer widget.

- mumavenavesst2 |||
A

B

N
e
—

TheMul ti | ayer widgetincludesan areato enter parameters specific to the multilayer.

For a periodic multilayer, you must specify the Number of Periods, N, i.e., the number of repetitions of the
individual layers that comprise the periodic multilayer. For example, amultilayer consisting of three different
layers- A, B, and C - with N=2 periods, would contain atotal of 6 layers. A/B/C/A/BIC.

The Period, d of the multilayer is determined by the thickness of the individual layers that comprise the periodic
multilayer. For example, if the A, B, and C layersjust described had thickness of 1, 2, and 3 nm, respectively, then
the multilayer period would be d=(1 + 2 + 3)= 6 nm. (Thetotal thickness of the periodic multilayer isN x d, or 12

nm in this example.)
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The multilayer period isindicated in both the Structure List and ontheMul ti | ayer widget. The period can be
specified directly only in the case of periodic multilayers consisting of just two layers, in which case the L ayer
Thickness Ratio, Gamma (which is defined as the thickness of the top layer divided by the multilayer period) is
also indicated and available for direct specification.

If desired, you can also specify a Random layer thicknesserror, delta(z), in order to smulate, for example, the
thickness errors that might actually occur during the growth of a multilayer film. Doing so will result in each
individual layer thickness differing from the specified value by a random amount; the errors follow a Gaussian
distribution with width delta(z). For example, again using the A, B, C layers with thicknesses 1, 2, and 3 nm, with
N=2, choosing delta(z)=.1 nm might result in the following thicknesses: A(.997 nm)/B(2.05 nm)/C(3.01
nm)/A(1.05 nm)/B(2.01 nm)/C(3.05 nm). Note that an error will occur if you specify arandom thickness error
large enough to cause negative layer thicknesses.

Once you have defined a periodic multilayer, you can use the Move Up and Move Down buttonsto rearrange the order
of the layers (or multilayers) within the multilayer. Y ou can remove multilayer elements (i.e., layers or multilayers) using
the Renove button (once you have selected the e ement you wish to remove), and you can use the Add Layer and
Add Mul til ayer buttonsto insert more layers or multilayersinside of an existing multilayer.

Note: To add layers or multilayers after an existing multilayer, highlight the top line of the existing multilayer in
the Structure List before pressing the Add Layer or Add Mul ti | ayer button.

Y ou can edit layers or multilayers by double-clicking in the Sructure List, or by using the Edi t button after selecting
the layer or multilayer you wish to edit.

DEPTH-GRADED MULTILAYERS

It's possible in IMD to vary with depth the layer thicknesses of any or al of theindividual layers that comprise a periodic
multilayer. Figure 2.2.6 shows the layer widget for alayer element that is part of a periodic multilayer containing 200
periods: note the button labelled 'Dept h Gradi ng. . . ". Figure 2.2.7 showstheLayer Thi ckness Depth

G adi ng widget that appears when the Dept h Gradi ng. .. buttonis pressed.

Figure2.2.6 IMD Layer widget for alayer that is part of a periodic multilayer consiting of 200 bilayers.
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V- 7 5

Four different depth grading profiles are available:

Parabolic: z(i)=a+b*i +c*i"2
Exponential: z(i)=a+b*exp(c*i)
Logarithmic: z(i)=a+b*In(c*i)
Power-L aw: z(i)=a/(b+i)"c

wherei isthe layer index (starting with the top-most layer in the group), z(i) is the thickness of layer i, and a, b, and c are
parameters you specify. In Figure 2.2.7, a power-law depth-grading profile is shown: for the a, b, and ¢ parameters

indicated in the figure, the resultant top layer (i=1) thickness is 200 angstroms and the bottom layer (i=200) thicknessis
50 angstroms. A plot of the layer thickness variation is shown in the widget as well.
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Note: when you enter values for the a and b parameters, the resultant top- and bottom-layer thicknesses are
computed (using the currently defined c parameter); alternatively, you can specify the top- and bottom-layer
thicknesses, and the resultant a and b parameters are computed. Specifying the c parameter will result in the
computation of new a and b parameters based on the current top- and bottom-layer thicknesses. (Got that?)

Each layer in amultilayer can have it's own depth grading profile (or no depth grading at all, of course). However, if you
wish to grade every layer element in amultilayer by the same relative amount, you can either specify identical profiles
and proportional depth grading parameters for each layer, or else make use of Coupled Parameters, as described in
Section 2.3 (the latter method is much simpler.) See Section 2.5 for a graded multilayer example.

NESTED MULTILAYERS

Periodic multilayers can be nested inside one another if so desired. For example, suppose you wish to create a multilayer
stack consisting of five different materials (A, B, C, D, E), arranged as follows:

A/B/C/D/E/D/E/A/B/C/D/E/D/E/A/BIC/D/E/D/E.

A shorthand notation for this 21-layer structure is [A/B/C/[D/E]x2]x3

One way to create such a structure would be asfollows: (a) Usethe Add Mul ti | ayer button to create aperiodic
multilayer consisting of 2 periods of the D and E layers; (b) Usethe Add Layer button threetimesto insert the A, B,

and C layers on top of the [D/E] multilayer, and then (c) usethe G oup button to define the A/B/C/[D/E] multilayer, by
selecting the A layer as the top element of the group, and the [D/E] multilayer as the bottom element.

LAYER-DATA FILES

In some cases, for example when you wish to model a structure consisting of avery large number of unique layers, rather
than using the Add Layer button repeatedly, it is more convenient to read in atext file containing the required layer
information (i.e., materials, thicknesses, etc.). To do this, usetheFi | e- >Open Layer-Data Fi | e option from the
menu bar. Y ou will find instructions on how to create such afileinthesanpl e_| ayerfil e. t xt file(or inthe xcl ,
WKz, and .sl k spreadsheet versions of thisfile) located in the directory called exanpl es. di r inthei nd directory.
Also, once you have created a layer structure in IMD, you can save the layer information to a Layer-Data file using the
Fil e->Save to Layer-Data Fil e optionfrom the menu bar.

Note: when saving to alayer-datafile, al layer-group information is lost.

Note: layer-datafiles can only use materials specified by reference to optical constant datafiles;, materials
specification by density and composition is not possible with layer-data files.
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SUBSTRATE

Thefinal component of an IMD structure is the substrate. Usethe Add Subst r at e and Renove buttonsto add and

remove a substrate. A substrate is specified in away entirely analogous to the way alayer is specified, except that a
substrate has no thickness, i.e., a substrate is a semi-infinite slab of material. If no substrate is selected, the ambient

material is used on both sides of the multilayer stack.

Note: a structure consisting of just the ambient and a substrate is valid, allowing you to simulate the optical
properties of afront-surface mirror.

INTERFACES

Interface imperfections, i.e., interfacial roughness and diffuseness, have the effect of reducing the specular reflectance of
an interface either by scattering light into non-specular directions, in the case of interfacial roughness, or by increasing the
transmittance of the interface, in the case of interfacial diffuseness. A number of options are availablein IMD to account
for the effects of imperfect interfaces on the specular and non-specular optical functions. These options are described

below.

Note: Each interfacein the IMD structure is described by it's own set of interface parameters. Specifically, you can
specify the interface parameters for the top surface of the substrate and the top surface of every layer element. In
the case of periodic multilayers, note that there are two types of interfaces associated with the top layer in the
stack. Thus, for example, in the case of a periodic multilayer containg A and B layers, with A on top of B, there
are three different types of interfaces. A-on-B, B-on-A, and ambient-on-A. (Assuming there are no other layers on
top of the A/B periodic multilayer.)

MODIFIED FRESNEL COEFFICIENTS: INTERFACE WIDTHS AND INTERFACE PROFILE FUNCTIONS

For the calculation of specular optical functionsin IMD, the modified Fresnel coefficient formalism is used, as described
in reference [2]. In the case of specular optical functions, the effects of interfacial roughness and interfacial diffuseness

are indistinguishable: both types of imperfections reduce the reflectance of the interface. Thus, the interface can be
characterized simply in terms of an interface profile function, p(z) (described below) and the interfacial width, sigma, as
shown in Figure 2.2.8.

Figure 2.2.8. Imperfect interfaces: roughness and diffuseness.
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rough ‘

diffuse -

In the case of a purely rough interface, the value of sigmarefers to the rmsinterfacia roughness, sigma,. In the case of a
purely diffuse interface, sgmarefersto the interfacial diffuseness, sigmay. In the general case of an interface that is both

rough and diffuse, sigma = sgrt(sigma2 + sigmag?).

The interface profile function, p(z), is defined as the normalized, average value along the z direction of the dielectric
functions, epsilon(x):

[l e(x)cbedy

PO = G, e, vy

where
BERESSE:
Bx) = £., Z—>—w

j}

The resultant loss in reflectance due to interface imperfections is approximated in IMD by multilplying the Fresnel
reflection and transmission coefficients by the functions w(s), the Fourier transform of w(z)=dp/dz, as described below.
Five types of interface profile functions are available in IMD. These functions, and their Fourier transforms, are
summarized in Table 2.2.1.

Table 2.2.1. Interface profile functions and Fresnel coefficient modification factors availablein IMD.
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Ascan beseenin Figures 2.2.3 and 2.2.6 above, adroplist onthe Layer widget isused to select an interface profile

function. The sigmavalue can be entered onthe Layer widget aswell, or, as will be described below, when you select

the Det er m ne from PSD button, the sigma value can be computed directly from the power-spectral-density
function.

Y ou can also specify precisely how you wish to modify the Fresnel coefficents used to compute specular optical
functions, specular electric field, and the electric fields used to compute non-specular optical functions. The Modi fi ed
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Fresnel Coefficient Preferences widget, showninFigure2.2.9, isavailable from either theFi | e-
>Pr ef er ences menu option on the main IMD widget, or from the Pr ef er ences menu option availabel on all
Layer and Substrate widgets. Asshownin Figure 2.2.9, there are three options available:

Figure 2.2.9. Fresnel coefficient modification options.

=i Modified Fresnel Coefficient Preferences a ]

_?hen computing optical functions and electric fields, the
Fresnel reflection coefficient, r, and transmission
coefficient, £, will be modified by the selected interface
profile functions, wi{g), with g_z{i)=2%pi*cos(Theta(i)) /lamhda,
as follows:

J r(i) == r(i)w(2:6q_z(i))
J r(i) == r(iyewi{2:sqrt{q_z(i)+q_z(i+1)))

O rli) == ri)avelq_2(i)+q_z(i+1)) wig_z(i)—q_z(i+1)), t(i) => t(i}/wiq_z(i}—q_2(i+1))
| Done ]

In the first option, the Fresnel reflection coefficient at the top surface of layer i is multiplied by w(2*q_z(i)), where
g_z(1)=2 pi cos(Theta(i))/lambda, Theta(i) is the propagation angle in the layer (determined from the incidence angle
through Snell's law,) and lambda is the wavelength of light. The function w corresponds to the interface profile function
you specify, asin Table 2.2.1.

In the second option, the reflection coefficient is multiplied by w(2*sgrt(gq_z(i)*q_z(i+1))), (the so-called Nevot-Croce
factor,) in accord with the formalism described in reference [ 3] which isvalid below the critical angle of total external
reflection in the X-ray region.

In the third option, both the reflection and the transmission coefficients are modified, as indicated in the Figure, in accord
with the formalism described in reference [4].

POWER-SPECTRAL-DENSITY FUNCTIONS

For the calculation of non-specular optical functions, it is necessary to specify the power-spectral-density (PSD) function
of each interface in the structure. The PSD function can aso be used to compute the sigma values used in specular optical
functions computations, by selecting the Det er m ne from PSD button on the associated Layer or Substrate
widget.

Two power-spectral-density functional forms are available in IMD, asindicated in the Power - Spectr al - Densi ty
Functi on Preferences widget shownin Figure 2.2.10. Thiswidget is accessible either from the Fi | e-
>Pr ef er ences menu option, or from the Pr ef er ences menu availableon al Layer and Substrat e widgets.

Figure2.2.10. The Power - Spectral - Density Function Preferences widget.
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Power—5pectral—Density Function Preferences a |

In the case of the first PSD function shown in Figure 2.2.10 (described in reference [10],) each interface is characterized
by three parameters:. the interfacial roughness, sigma r, the in-plane, or parallel correlation length, xi_par, and the so-
called jaggedness factor, H. In addition, a (global) vertical or perpendicular correlation length parameter, xi_perp, can be
specified aswell, in order to account for correlated roughness in a multilayer. Following the formalism described in
reference [8], the vertical correlation function describing the correlation between two interfacesi and j is given by

Jr—1
ot =exp| - T d, /¢,

= J:

wherej.=min(j,i), and z,, is the thickness of layer n. The perpendicular correlation length, xi_perp, is specified on the
Power - Spectral - Density Function Preferences widget.

The second PSD function available is based on the stochastic model of thin film growth and erosion described in
reference [9]. In this case, the (intrinsic) PSD at each interface is characterized by the three parameters Omega, the
volume element growth parameter, nu, the relaxation coefficent, and the exponent n; the intrinsic PSD also depends on
the layer thickness z. (In the case of the substrate PSD, z does not necessarily refer to the substrate thickness, but isjust
another parameter that you must specify.) Note that in accord with this model of film growth, the total PSD at a given
interface is equal to theintrinsic PSD at that interface (as specified by the Omega/nu/n/z parameters for that interface)
plus the contribution of the PSD's of all the underlying interfaces; the amount of roughness that is replicated from layer to
layer depends on the PSD parameters of each of the interfaces involved. Thus, this PSD model can be used to account for
the evolution of roughness throughout a multilayer stack.

Note: The PSD function you select in the Power - Spectr al - Densi ty Pref er ences widget will apply to
all interfaces in the structure you define.
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Shown in Figure 2.2.11 isthe Power - Spectral - Densi ty Funct i on widget associated with alayer that is part of
a periodic multilayer, for the case of the sigma r/xi_par/H PSD model. This type of widget appears when you press the
Power - Spectral -Density... buttonof aLayer or Substrate widget.

Figure2.2.11. A Power - Spectral - Densi ty Functi on widget, for the case of the sigma_r/xi_par/H PSD model.

[ aveRzPowerSpetralDemsity |||

q; [A7]

1
o001 oa1o 2402 1.000

Note that a graph of the PSD function is displayed in the widget, over the range of transverse momentum values, q_par
associated with the incidence and scattering angles you define, as described in Section 2.3 (The range of q_par values

associated with the non-specular scattering parameters you define are indicated by the grey region in the plot.)

Note: In the case of layersthat are part of periodic multilayers, asin Figure 2.2.11, it is possible to define depth-
graded sigma_r and xi_par parameters aswell, by pressing the Dept h G adi ng. . . buttons shown in the
widget. Y ou will then be presented withaDept h G- adi ng widget completely analagous to the graded-
thickness widgets described above.

Similarly, shownin Figure 2.2.12 isthe Power - Spect r al - Densi ty Functi on widget for the case of the
Omega/nu/n PSD model.

Figure2.2.12. A Power - Spectral - Density Functi on widget, for the case of the Omega/nu/n PSD model.

file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/2.2.html (13 of 17) [18/06/2002 17:01:44]



IMD 2.2. Defining a Structure: Specifying Parameters

[ iAveRzPowerSpestralDensity || |

1.0200
a4 G00

Q0100 §

00510

0.0001 ]
10~ B~ Fofo—fo—fo— o
qy [A']

Ascan beseenin Figures 2.2.11 and 2.2.12, in addition to specifying the PSD parameter values for the interface, you can
also specify avalue of the interface diffuseness, sigma_d. The value of sigma_d will be used (along with the interface
profile function you select) to compute the modified Fresnel coefficents (using the specified form of the Fresnel
coefficient modification factors (Figure 2.2.9)) when computing the electric fields needed for non-specular reflected
intensity calculations. (See references 4-8.)

If you have selected the Det er m ne from PSDbuttononalayer or Substrat e widget, the sgmavaue used
for that interface for computing specular optical functions via the modified Fresnel coefficient formalism described above
will be equal to the value of sgrt(sigma,2 + sigmag?). In the case of the sigma_r/xi_par/H PSD model, the sigma, value
used to compute tho total sigmavalueis just equal to the value of sigma._r that you specify on the PSD parameters widget.
On the other hand, in the case of the Omega/nu/n PSD model, sigma,2 is given by:

o2 = 27 TPSD(S) 1 df
Jmin

where fmin =21/ Limax » fmax= 1/ Lmin » @d L i @nd Lo Must be specified by you, on the Power - Spect r al -

Density Function Preferences widget, asshownin Figure 2.2.13. The g values (where g=2 pi f,)
corresponding to the values of L, and L5 YOU enter, are indicated as dashed blue linesin the PSD plots on the Power -

Spectral - Density Layer and Substrat e widgets, as can be seen, for example, in Figure 2.2.12.

Figure2.2.13. The Power - Spectral - Density Preferences widget, showing entry areasfor Ly, and L ax
available when using the Omega/nu/n PSD model.
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Power—5pectral—Density Function Preferences a |

GRADED INTERFACES

Independent of the interface profile function, sigma, and PSD parameters you specify for agiven interface, in IMD it's
also possible to model the effects of a diffuse interface on the specular and non-specular optical functions by specifying a
‘graded’ interface. That is, an abrupt interface can be replaced by one or more layers whose optical constants vary
gradually between the values for the pure materials on either side of the interface.

InIMD, agraded interface is described by three parameters, as shown in Figure 2.2.14: the interface width, wyg, the
number of layers comprising the graded interface, N, and the distribution factor, X, which determines where the graded
interface region resides relative to the original abrupt interface (aswill be described below.)

Figure2.2.14. A graded interface.
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The optical constantsin each of the N layers of a graded interface are computed as follows. Consider the graded interface
between the ith and jth layers in amultilayer stack. The thickness of each of the Ng graded interface layersis equal to
wgy/Ng. The optical constantsin the Ith graded interface layer are thus given by

. (Ng+1—£’)n£- +in;
‘ (N, +1)

and

(N, +1-0k + 1k,
N (N, +1)

£

with 1=1,...N. The resulting layer thickness, d;" and d;’ of the pure materialsin theith and jt" layers, respecitively, after
including the graded interface layers, are given by

d=d, -w,(1-X,)
and

r — —
dy=d;—w, X,
with 0 < X4 < 1. (Notethat the total thickness of the two layers - including all the graded interface layers - is constant, i.e.,
d' +d' + wg =d; +d;.) Asan example, adistribution factor of 50% (X = 0.5) would result in equal reductions of the ith
and jth layer thicknesses.

To specify agraded interface in IMD, pressthe G aded | nterface. .. buttonontherelevant Layer or
subst rat e widget. Doing sowill causeaGraded | nt er f ace widget to appear, as shown in Figure 2.2.15, in
which you can specify values for the graded interface number of layers, the interface width, and the distribution factor.

Note: you must not specify graded interface parameters that result in layer thicknesses less than zero; doing so will
cause the optical functions computation to be aborted.

Note: the same interface profile function, sigma, and PSD parameters are applied to every interface in a graded
interface.
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Figure2.2.15. A G- aded | nt er f ace widget.

Back | Contents | Next
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2.3 Specifying Variables and Coupled Parameters

DEPENDENT VARIABLES

Specifying dependent variables - the optical functions you wish to compute - issimple: just click on the desired variablesin the
DEPENDENT VARIABLES area of the main IMD widget:

SPECULAR OPTICAL FUNCTIONS/ELECTRIC FIELDS

Figure 2.1 shows the main IMD widget as it appears when the DEPENDENT VARI ABLES button is selected, and the Specul ar Opti cal
Functions / Electric Fiel ds buttonisselected. Select whichever functions you wish to compute.

Note that for each specular optical function you select, the program will calculate the values of that property for pure s and pure p polarization,
aswell asthe average value of the property for the specified polarization parameters f and g (described below). For instance, if you select
reflectance as a dependent variable, when you actually perform the calculation the program will compute the reflectances for pure sand p
polarization, R(s), and R(p), in addition to the average reflectance R(f,q). In the case of reflectance and transmittance, the program will also
compute the phases of the reflected and/or transmitted waves for pure s and pure p polarizations; the ellipsometric psi and delta functions will be
computed as well if Reflectance is selected as a dependent variable. Once the calculation is performed, any or all of these variables can be

displayed.

USER-DEFINED SPECULAR OPTICAL FUNCTIONS

Once you have selected any specular optical functions (reflectance, transmittance, and/or absorptance) as dependent variables, you can also
choose to calculate up to three so-called 'user-defined' optical functions. These functions are completely arbitrary combinations of whatever
optical functions you're interested in. For example, to compute the ratio of reflectance for pure sto pure p polarization, you can define a user-
function equal to Rs/ Rp, as shown in Figure 2.3.1 (i.e., the User 1 function):

Figure 2.3.1 The main IMD widget, showing some user-defined function examples.

A 7w ]

v

v

file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/2.3.html (1 of 14) [18/06/2002 17:01:48]



IMD 2.3 Specifying Variables and Coupled Parameters

e

)

User-functions can make use of any of the specular optical functions you wish to calculate, and can also use any other valid IDL functions. The
only constraints are that (a) you must use valid IDL syntax, (b) you must use the correct variable names of any IMD optical functions you
reference, and (c) the user-functions you calculate must have the same dimensionality as all the other optical functions for a given calculation (an
example of an invalid user functionist ot al ( Rs), whichisascaar.)

Consult Appendix B.4 for acomplete listing of al the IMD specular optical function variable names available for use in user-defined functions.

NON-SPECULAR OPTICAL FUNCTIONS

The non-specular (i.e., diffuse) reflected intensity from a multilayer film can be computed using either a dynamical Born approximation (BA)
vector theory, described in reference [4], or the so-called 'Distorted-Wave Born Approximation' (DWBA) formalism, described in references [5-

8], ascalar theory which is nonetheless valid below the critical angle of total external reflection in the X-ray region.

Note: In order to compute non-specular reflected intensities, you must define the power-spectral-density function of each interface in the
structure. See Section 2.2 for details on how to do this.

Note: IMD uses the 'small roughness' approximation when computing non-specular reflected intensities, which isto say that the amount
of light scattered from any interface is proportional to the power-spectral-density function of that interface.

Note: Please refer to the references listed above in order to appreciate the range of validity of each of these theories.

Figure 2.3.2 shows the main IMD widget as it appears when the DEPENDENT VARI ABLES button is selected, and the Non- Specul ar
Optical Functi ons button is selected.

Figure2.3.2 The DEPENDENT VARIABLES / Non-Specular Optical Functions section of the main IMD widget.
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INDEPENDENT VARIABLES

For al computations, you must specify one or more incidence angles, and one or more photon wavelengths or energies. These two independent
variables are always listed in the Independent Variables List, as shown in Figure 2.2.3

Figure 2.3.3 The main IMD widget asit appears when the | NDEPENDENT VARI ABLES button is selected.
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To specify angles and wavelengths (or energies), either double-click on the corresponding Independent Variables List element, or use the Edi t
button (to the right of the Independent Variables List) after selecting the variable you wish to edit.

Thel nci dence Angl es andWavel engt hs/ Ener gi es independent variables widgets are shown in the next two figures:

Figure2.3.4 Angl es widget
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Figure2.3.5Wavel egt hs/ Ener gi es widget

As can be seen from these figures, you can specify the desired number of values, the range of values, or the step size for angles and wavelengths
(or energies.) (You can also select logarithmic steps, if desired, in which case the step size entry area disappears, as the step size is no longer
constant.)

Additionally, if three or more angles (wavelengths/energies) are specified, you can specify the Instrumental Angular Resolution (Instrumental
Spectral Resolution), in order to simulate finite instrumental resolution. For example, if you specify an Instrumental Angular Resolution of 0.5
degrees, then the optical functions you calculate will be convolved with a 0.5-degree-wide Gaussian function.

Note: Specifying instrumental resolution has no effect on the Electric Field Intensity calculations.

In the case of wavelengths/energies, you must a so specify the Incident polarization factor, f, and the Polarization analyzer sensitivity, q.
The quantity f is defined astheratio (1(s)-1(p)) / (1(s)+l(p)), where I(s) and I(p) are the incident intensities of sand p polarizations. So for pure s-
polarization, specify f=+1; for pure p-polarization specify f=-1, or for unpolarized incident radiation, specify f=0. The quantity q is defined as
the sensitivity to s-polarization divided by the sensitivity to p-polarization. Specifying avalue of g other than 1.0 could be used to simulate, for
example, the reflectance you would measure using a detector that (for whatever reason) was more or less sensitive to s-polarization than to p-
polarization.
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Note: For specular optical functoins, the values of f and g that you specify only determine the values of the ‘average’ optical properties.
For example, the 'average' reflectanceis given by:
R=(Rs*qg* (1+f)+Rp* (1-f))/(f* (g-1)+(g+1)).

The average transmittance, absorptance, and electric field intensities are given by equivalent expressions. As mentioned above, the
optical properties for the pure polarizations are always cal cul ated.

Note: For non-specular reflected intensity calculations using the Born approximation, since there is coupling between sand p
polarizations (in general), things are more complicated:

For an incident beam having a polarization factor f, the s-polarized and p-polarized components of the non-specular reflected intensity,
(1/1p)dI/dOmega._s and (1/15)dI/dOmega. p, respectively, are given by:

(/15)dI/dOmega_s=((1/1p)dI/dOmega_ss* (1+f) + (1/1g)dl/dOmega_ps* (1-f))/2
(/1)dli/dOmega_p=((1/1)dl/dOmega._sp* (1+f) + (1/1g)dI/dOmega._pp* (1-f))/2
where

(1/15)dI/dOmega._ss = reflected intensity component having s polarization, resulting from the fraction of the incident beam having
spolarization

(1/15)dI/dOmega._sp = reflected intensity component having s polarization, resulting from the fraction of the incident beam having
p polarization

(1/15)dI/dOmega._ps = reflected intensity component having p polarization, resulting from the fraction of the incident beam having
spolarization

(/15)di/dOmega._pp = reflected intensity component having p polarization, resulting from the fraction of the incident beam having
p polarization

The 'average' reflected intensity, i.e., as measured with a detector having polarization sensitivity q (as defined above,) is then given by:
(/15)dlI/dOmega_a=2* ((1/1p)dl/dOmega_s*q + (1/I)dI/dOmega._p)/(1+q)

Thus, the values of the s and p components of the scattered intensity depend on the specified value of f, while the ‘average’ scattered
intensity depends on both f and q.

UsetheUni ts andPreci si on menusto specify angle and photon units and precision, respectively. That is, you can choose to specify
angles relative to normal incidence or relative to grazing incidence, and in degrees, arc-minutes, arc-seconds, or milliradians, and you can choose
to specify photon wavelengths in angstroms, nanometers, microns, or cmr, or photon energiesin eV or keV.

In addition to angles and wavelengths (or energies), any of the (continuously variable) parametersthat describe the structure can be
designated asindependent variables: optical constants, densities, compositions, layer thicknesses, interface widths, PSD parameters, graded
interface parameters, etc. Y ou can also specify the instrumental resolutions and polarization factors (f and q) as independent variables. Up to
eight independent variables can be specified simultaneoudly.

To specify additional independent variables, pressthe Add button to the right of the Independent Variables List to bring up a menu of
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parameters available. Once you add a new independent variable to the Independent Variable List, you can edit the variable in the usual way:
either by double-clicking or pressing the Edi t  button.

As an example, shown in Figure 2.3.6 is the independent variable widget that would result from specifying a multilayer period N to be an
independent variable. In this case, | have selected 9 values of N, from 5 to 50. Note that in the Sructure List, shown in Figure 2.3.7, the
multilayer description line now reads N=- var i abl e-, indicating that N is an independent variable. Other specific examples of specifying
multiple independent variables will be presented in Section 2.5.

Figure 2.3.6 An independent variable widget corresponding to defining multilayer period N as an independent variable.

Figure 2.3.7 The main IMD widget showing the multilayer period N as an independent variable.
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e

INDEPENDENT VARIABLES SPECIFIC TO ELECTRIC FIELD CALCULATIONS

In the case of electric field intensity calculations, athird independent variable - depth, i.e., the position in the structure, measured from the top of
thefirst layer - is always defined as well. Thisindependent variableis not listed in the Independent Variables List. It is specified by pressing the
button labelled Par anet er s. . . that appearswhen you select the El ect ri ¢ Fi el ds dependent variable button. The depth variableis
specified by three parameters, the spacing between calculation points, the calculation depth into the ambient, and the calculation depth into
the substrate (if the substrate is present.) Note that the depth values are not equally spaced, asit is necessary to calculate the field intensities
precisely at the interfaces between layers. So the specified spacing between calculation points represents an average value.

Figure2.3.8TheEl ectric Field Cal cul ati on Paranet er s widget.

— Electric Field Calculation Parameters | a J|

pos.se
EEI

=]

INDEPENDENT VARIABLES SPECIFIC TO NON-SPECULAR OPTICAL FUNCTIONS

For non-specular computations, you must also specify the scattering angles and the type of “scan' you wish to model. Thus, when you select
either the BA or DWBA functions as dependent variables, two additional independent variables will be defined: thefirst is related to the
scattering angle, Theta,,;, the second is the scattering plane azimuthal angle, phi. These angles areillustrated in Figure 2.3.9.

Figur e 2.3.9 Scattering geometry associated with non-specular scattering.

Non-specular reflected intensity computations can be computed for any one of three different scattering geometries, or 'scans, as summarized in
table 2.3.1 The three scan types - Rocking Scan, Detector Scan, and Offset Scan - are common to grazing incidence X-ray scattering
measurements, but are equally vaid for any wavelengths and over any range of incidence angles.

Table 2.3.1 Non-specular scattering scan types.
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Scan Type Description

Rocking Scan Detector fixed, sample rotated
Detector Scan'Sample fixed, detector rotated
Sample and detector rotated simultaneously;

Offset Scan Detector offset from specular direction by a constant angle

. A Rocking Scan refersto the case of a measurement of the non-specular reflected intensity wherein the detector is held fixed relative to
theincident beam, and the sample is rotated, or ‘rocked’, with respect to the incident beam. In this case, both the incidence angle Theta;,

and the scattering angle Theta, ; vary simultaneously.

. A Detector Scan refers to the case wherein the sample is fixed relative to the incident beam, and the detector is varied. Thus Thets;, is
constant, while Theta,,; is varied.

. Inan Offset Scan, the sample and detector are both rotated, with the detector offset from the specular direction by a constant offset angle,
i.e., Theta, - Theta,=constant

The way that you specify scattering anglesin IMD depends on both the type of scan you have selected, and whether you choose to specify
grazing incidence angles or normal incidence angles, as summarized in Table 2.3.2:

Table 2.3.2. Independent variable angle specification for non-specular scattering computations.

Scan Type AnglespepifiedinlMD I nci dence Anglespec_ifiedinIMD Sc.atter.i ng Angl es
Angl es independent variable widget independent variable widget

Rocking Scan, Normal Incidence Theta=Thetg, Theta,+Thetag,

Rocking Scan, Grazing Incidence Theta = 90 deg -Theta,, TwoTheta = 180 deg - Theta; - Thetag

Detector Scan, Normal Incidence Theta=Theta, Theta,+Thetag

Detector Scan, Grazing Incidence Theta = 90 deg -Theta, TwoTheta= 180 deg -Theta;,-Theta,,

Offset Scan, Normal Incidence  Theta=Theta, Delta(Thetag,)

Offset Scan, Grazing Incidence | Theta= 90 deg -Theta,, Delta(TwoT heta)

Shown in Figures 2.3.10 and 2.3.11 are the independent variable widgets associated with the scattering angle variable and the scattering plane
azimuthal angle variable. Included on each widget is a schematic diagram illustrating the scattering geometry corresponding to the range of
values you specify. In addition, the Scat t eri ng Angl es widget includes plots of gy vs g, and gy Vs g, illustrating the corresponding scan

trajectories in momentum space; the greyed regions on these plots indicate inaccessible regions of g-space, i.e., regions where either Thetg, or
Theta,,; are greater than 90 degrees. The relationships between scattering angles and g-vectors are shown in Figure 2.3.12.

Figure2.3.10. TheScat t eri ng Angl es independent variable widget. In this case, a Rocking Scan has been selected for a single value of
the scattering angle TwoTheta.
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Figure2.3.11. TheScatteri ng Pl ane Azi nut hal Angl e independent variable widget.

L ScatteringPlane AsimuthalAngles |||

1

Do

Figure 2.3.12 Relationship between incidence and scattering angles and momentum vectors.
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2m
qg=k' -k = Y [(sin B, cosd —sin B, )X +sinf,,, sind ¥ + (cosS,,, + cost,, )i]
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2m
g1 T4 =T (GUS eouf + cos E'z'n)

Although each of the three non-specular scan types refers to a one-dimensional scan, you are free to specify both multiple incidence angles and
multiple scattering angles for any type of scan, in order to compute non-specular reflected intensity as a function of both angles. As a specific
example, in the case of a Rocking Scan at grazing incidence, you can compute the non-specular reflected intensity for arange of incidence
angles Theta, and for asingle value of TwoTheta (asin Figure 2.3.10, for example,) or, you can compute the scattered intensity for both arange
of Thetavaues and arange of TwoThetavalues. In the latter case, the scattered intensity will be computed as a series of Rocking Scans, i.e., the
scattered intensity will be computed as a function of Theta, for every value of TwoTheta you have specified. Figure 2.3.13 illustrates.

Note: The non-specular reflected intensity functions will be set to zero wherever either the incidence angle (Theta in) or the scattering
angle (Theta_out) exceeds 90 degrees.

Figure2.3.13. TheScat t eri ng Angl e independent variable widget for the case of a Rocking Scan when multiple values of the scattering
angle TwoT heta have been specified.
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Note: Because of the fact that the momentum transfer vector q depends on the wavelength, the incidence angle, and the two scattering
angles, and becauseit is possiblein IMD to vary any or all of these four parameters simultaneoudly, it is not possible to specify g-vectors
directly. However, the results of your computations can be displayed as plots in momentum space, as will be described in Section 2.5.

COUPLED PARAMETERS

It'spossiblein IMD to constrain individual layer or substrate parameters to be equal or proportional to other layer or substrate parameters,
through the use of so-called 'Coupled Parameters.

As an exampl e, suppose you define a structure containing two layers, and you wish to set the interfacial width of layer A to be twice the
interfacial width of layer B. As an aternative to entering directly the interface width values for each of the two layers, you can instead define a
coupled parameter, such that the interface width of the A layer will always be equal to 2 times the value of the B layer interface width. The main
advantage of using a coupled parameter in this case isthat if you then define the 'source’ of the coupled parameter - in this case the B layer
interface width - to be an independent variable (or afit parameter, as described in Section 3.2) , both parameter values can be varied
simultaneously. In fact, multiple layer or structure parameters can al be coupled to the same 'source’ parameter, allowing you to vary many
parameters simultaneously, using only a single independent variable (or fit parameter.)

To define a coupled parameter, select the COUPLED PARAMETERS button on the main IMD widget, and then pressthe Add button in the
Coupled Parameters region. (See Figure 2.3.14.) Y ou will be presented with alist of available parameters that can be designated as coupled
parameters. Choose one of these parameters. Y ou will then be presented with alist of available 'source’ parameters. Once you select the source
parameter, anew Coupl ed Par anmet er s widget will appear, as shown in Figure 2.3.15.

Figure 2.3.14. The main IMD widget as it appears when the COUPLED PARAMETERS button is selected.
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Figure2.3.15. A Coupl ed Par anet er s widget.

Coupled Parameter

=

Onthe Coupl ed Par anet er s widget you can enter the proportionality factor relating the source and destination parameters - afactor of 2 is
shown in Figure 2.3.15 - and you can pressthe Change sour ce paranet er. .. buttonin order to (yes, you guessed it) change the source

parameter.

The number of coupled parameters that can defined is limited only by the number of layers you define in the structure.
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Note: Once a parameter is defined as (the destination parameter of) a coupled parameter, it's value can no longer be specified directly, nor
can that parameter be defined as an independent variable or fit parameter.

See Section 2.5 for several examples illustrating the use of coupled parameters.

Back | Contents | Next
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Chapter 2. Modeling

This chapter explains how to perform acalculation using IMD.

Figure 2.1 isapicture of the main IMD window, or widget, in IDL terminology, as it appears when you start IMD for the
first time. Thiswidget consists of the following components. the menu bar, the STRUCTURE area, the DEPENDENT
VARIABLES/INDEPENDENT VARIABLES/ COUPLED PARAMETERS/ FIT PARAMETERS areg, the
MEASURED DATA area, and the IDL Commands area.

Figure 2.1 The main IMD widget
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r

The sections that follow describe how to use the main IMD widget in order to accomplish these tasks:

2.1 Designating materials and optical constants

2.2 Defining the structure

2.3 Specifying variables and coupled parameters

2.4 Performing the computation

2.5 Viewing, printing, and saving the results

Back | Contents | Next
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2.4 Performing the computation

Once you have defined the structure, specified independent and dependent variables, and optionally any
coupled parameters, select the appropriate menu item from the Cal cul at e menu, in order to perform
the actual computation.

Back | Contents | Next
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2.5 Viewing, printing, and saving the results

SAVING THE RESULTS

After the calculation is completed, the results will be saved to an IMD file automatically, unless you have disabled this featurein the Fi | e-
>Pr ef er ences- >Aut o- Save. .. menu option.

Note: Unless you disable auto-save, IMD will remember exactly how you left things the last time you ran IMD, so that you can
continue right where you left off.

If you wish to save the results of different calculationsin different IMD filesfor later use, usethe Fi | e- >Save as.. menu option. Saved
IMD files can later be opened using the (you guessed it) Fi | e- >Cpen. .. menu option.

You can also save the results as plain text, if you wish, by selecting Fi | e- >Save as Text. .. from the menu bar. Y ou will be presented
with awidget that allows you to specify which dependent variables you wish to save, and as a function of which independent variable, if there
is more than one (multi-valued) independent variable available. For example, if you have calculated reflectance as afunction of both
incidence angle and wavelength, you must specify whether you wish to save reflectance vs. angle data at a specific wavelength, or reflectance
vs. wavelength data at a specific angle. Figure 2.5.1 illustrates:

Figure2.5.1 TheIMD Save- as- Text widget associated with atransmittance calculation using three independent variables: angle,
wavelength, and layer thickness.

- = S 1

VIEWING AND PRINTING THE RESULTS - IMDXPLOT
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After the calculation is completed, the results will be displayed graphically inan IMDXPLOT widget. The appearance of the
IMDXPLOT widget depends on the dependent and independent variables you have specified, as will now be described.

Shownin Fig. 2.5.2 isthe IMDXPLOT widget that results from a calculation of reflectance vs incidence angle for a 50 nm gold film on an
amorphous SiO2 substrate.

Figure 2.5.2 IMDXPLOT example showing the reflectance of athin film on a substrate.
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For each dependent variable selected in the DEPENDENT VARIABLES area of the main IMD widget, at least three quantities are actually
calculated, as previously mentioned: the values of the property for pure s and pure p polarizations, as well as the ‘average' value. In the case of
reflectance and transmittance, the phases are calculated as well; in the case of reflectance, the ellipsometric psi and delta functions are also

computed.

Shownin Figure2.5.3isthe Pl ot Vari abl es widget associated with the IMDXPLOT widget shown in Figure 2.5.2. Thiswidget is
accessible fromthe Pr ef er ences- >Pl ot Vari abl es. .. menuoption onthe IMDXPLOT widget. The default setting isto plot only
the 'average' reflectance for the specified polarization parameters f and g, as shown:
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Figure2.5.3IMDXPLOT Pl ot Vari abl es widget
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Shown in Figure 2.5.4 isthe plot that results after selecting instead as plot variables R(s), R(p), and also the ellipsometric psi and delta
functions. | have also changed the colors and linestyles of the different curves using the Pr ef er ences->Pl ot Vari abl es Styl es
and Label s. .. option, and | have adjusted the axes using the Pr ef er ences- >Axes Scaling... option. The cross-
hairs at 79 degrees are due to the fact that 1've also selected R(p) as the active 'cursor
function'.

Figure 2.5.4 Plot after selecting several Pl ot Vari abl es.
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Y ou can use your mouse to zoom in on a particular region of the plot. Alternatively, more precise axis scaling can be adjusted from the menu
items on the IMDXPLOT widget; many other aspects of the plot can be adjusted as well: colors, linestyles, thicknesses, plotting symbols,
labels and label placement, character size, etc. Once you have adjusted the plot to your liking, you can print it using the Fi | e- >Pr i nt
menu option.

Note: Y ou can change the default background and plot color, by setting the values of the IDL graphics system variables ! p.background
and !p.color. For example, to produce a plot with black lines on awhite background (instead of the default white plot on a black
background), set ! p.background=255 and !p.color=0, prior to plotting your results with IMDXPLOT. Y ou can enter these commands
either at the IDL prompt, or from within the IDL Commands area of the main IMD widget.

Note: Use the droplist widget (labeled Angl es in Figure 2.5.4, for example) to the right of the plot area on an IMDXPLOT widget to
display an optica function vs. g (momentum) rather than incidence or scattering angle.

FIXED CURVES

As asecond, and somewhat more complicated example, shown in Figures 2.5.5 and 2.5.6 are IMDXPL OT widgets corresponding to the
results of a calculation of the reflectance of a carbon film vs. angle of incidence, wavelength, and film thickness. There are many different
ways to display the results of such amulti-variable calculation. In Figure 2.5.5, | have chosen to display a 1D plot showing Reflectance vs.
Incidence Angle. Thus, the Cont i nuous Vari abl e box next to the word Thet a is checked, signifying that Theta (incidence angle) isa
continuous plot variable, whereas the boxes next to Lanbda and z[ a- C] are unchecked, indicating that these parameters are discrete
variables. That is, the plot shows the reflectance-vs-angle curves for whichever value of Lambda is entered in the box labeled 'Val ue' to the
right of the word Lanmbda. Alternatively, you can position the slider labelled | ndex to view R-vs-Theta curves for different wavelength
array indices. On the other hand, in Figure 2.5.6, I've designated both angle and wavel ength as continuous variables, and have displayed the
results as a 2D surface plot.

Figure 2.5.5 A 1D plot showing the reflectance of a carbon film as a function of incidence angle.
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Figure 2.5.6 A 2D surface plot, showing the reflectance of the same carbon film, as afunction of both angle and wavelength, and for two
different film thicknesses.
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The way to display more than one curve at atime, asin Figures 2.5.5 and 2.5.6, isto add "Fixed Curves" to the plot. By pressing the Add
button in the FIXED CURVES area of the IMDXPLOT widget, the currently displayed curves will be added to the list of "Fixed" curves. The
appearance (i.e., color, linestyle, etc.) of each fixed curve can be edited by selecting the fixed curve in the usua way: either double-clicking on
thelinein the Fixed Curve List area, or by selecting the curve you wish to edit and pressing the Edi t  button. Y ou can a so change the label
for the curve, and you can choose to use 'curve labels' (asin Figure 2.5.4, for example), or use alegend (asin Figure 2.5.5.) If you choose to
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use alegend, you can adjust the order in which the curves are listed in the legend by using the Move Up and Move Down buttonsin the
FIXED CURVES area. Y ou can add as many as 30 Fixed Curvesto the plot.

Note: Y ou can have more than one IMDXPL OT widget open at atime. This makes it easier to compare the results from different
types of calculations. But, this also means that any changes you make in the main IMD widget (i.e., changes to the structure or to the
dependent or independent variables) will only affect future instances of IMDXPL OT. So once a calculation is completed and the
IMDXPLOT widget is created, you cannot change the data associated with that instance of IMDXPLOT (although you can always
change the plot appearance, using the IMDXPLOT Pr ef er ences options.) This also means that any changes you make to the plot
using the IMDXPLOT Pr ef er ences optionswill only affect that instanceif IMDXPLOT.

To specify preferences that you want to apply to al future instances of IMDXPLOT, usethe Pl ot - >d obal PI ot
Pr ef erences. .. option from the main IMD widget menu bar.

Also, you can save the plot appearance changes (and fixed curves) you might have made in IMDXPL OT along with the data by using
theFi | e- >Save. .. option fromthe IMDXPLOT menu bar.

STATISTICS: Estimating film thicknesses, features widths, etc.

You canusethe Tool s->St ati stics/ Regi on-of -1 nterest IMDXPLOT menu option to define a region-of-interest, and compute
avariety of statistics for whatever optical functions are currently displayed, including measured data. (L oading your measured data into
IMD will be discussed in Chapter 3.)

For example, shown in Figure 2.5.7 is the calculated X-ray reflectance of a W/Cr bilayer film, plotted as afunction of q_z; the two dashed
vertical lines on this plot refer to the region-of-interest that was defined onthe St at i sti ¢cs widget shown in Figure 2.5.8. Note that this
region-of-interest was digitized to encompass one period of the high-frequency modulation visible in the reflectance curve. In this example,
this modulation is due to the total film thickness; thus, the Cor r espondi ng | ayer thi ckness indicatedintheSt ati stics widget
of Figure 2.5.8 is an estimate of the total film thickness. Thistechnique is especialy useful with measured data when trying to fit X-ray
reflectance datain order to determine film thicknesses. (The data used to produce Figure 2.5.7 is contained in the file

exanpl es. di r/ WCr _bi | ayer . dat.)

Figure 2.5.7. The calculated X-ray reflectance of a W/Cr bilayer film. The dashed vertical linesrefer to the region-of-interest indicated in
Figure 2.5.8.
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Figure2.5.8. TheSt ati sti cs widget associated with the IMDXPLOT widget shown in Figure 2.5.7
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[ Specular Optical Functions Statistios | | |

AscanbeseenintheSt at i sti cs widget of Figure 2.5.8, six different statistics can be determined: Minimum, Maximum, Average,
Integral, Full-Width-Half-Max, and Full-Width-Half-Min (which refers to the width of an 'absorption’ feature.) To illustrate, shown in Figure
2.5.9isthe reflectance and transmittance of a Y/Al multilayer film, with the width of the Bragg peak in both functions indicated.

Flgure 2.5.9. The reflectance and transmittance of a Y/Al multilayer. The FWHMax of the reflectance, and the FWHM in of the transmittance
curves are indicated.
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Note: the statistics you select are computed only over the region-of-interest you define.
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Note: to display statistics for more than one function simultaneously, asin Figure 2.5.9, you will need to compute the statistics for one
function at atime, and then display each function as a Fixed Curve, as described above.

EXAMPLES

Included here are afew more examples illustrating some of the types of computations and visualizations that are possible in IMD.

Reflectance and transmittance contours of a Y/Al multilayer

Shown in Figure 2.5.10 is the reflectance and transmittance of the same Y/Al multilayer used in Figure 2.5.9. In this case, however, these
specular optical functions are displayed as a function of both wavelength and multilayer thickness ratio (Gamma) as color contour plots:
contours of constant reflectance are shown in green, contours of constant transmittance are shown in blue, and both sets of contours are
overlayed on the afilled contour plot of the reflectance The grey 1D plots below and to the left of the contour plot are 'live' plotsthat vary as
you move the cursor over the contour plot. (The data used to create thisplot isin thefile called exanpl es. di r/ YAl . rt. dat.)

Figure 2.5.10. Reflectance and transmittance contours for a Y/Al multilayer film, as a function of wavelength and layer thicknessratio.
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Electric field intensity contours of a Mo/Si multilayer

Similarly, shown in Figure 2.5.11 are the electric field contours for aMo/Si multilayer film, as a function of wavelength and depth into the
film (seethefileexanpl es. di r/ Si M. fi el ds. dat):

Figure 2.5.11. Electric field intensity contours for a Mo/Si multilayer film.
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Reflectance of a depth-graded C/Ni multilayer, using coupled parameters

The next example, shown in Figure 2.5.12 (and contained in the fileexanpl es. di r/ CNi . gr aded. dat ,) isthe grazing incidence X-ray
reflectance vs. energy of agraded C/Ni multilayer film, showing the effect of interface roughness/diffuseness on the specular reflectance. This
calculation was made by defining two coupled parameters (see Section 2.3): the Ni layer thickness was set to be 0.8 times the C layer

thickness (which was graded), and the Ni layer interface width was set equal to the C layer interface width, which itself was defined as an
independent variable.

Figure 2.5.12. The grazing incidence X-ray reflectance of agraded C/Ni multilayer, as afunction of interface width.
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Si substrate i

Normal-incidence non-specular reflected intensity for a Mo/Si multilayer, using the Born approximation, with coupled
parameters

Figure 2.5.13 shows the result of a calculation of the non-specular reflected intensity for a Mo/Si multilayer film, near normal incidence in the
soft X-ray region, computed using the Born approximation vector theory. The Omega/nu/n PSD model was used, and the PSD parameters of
the Mo-on-Si interface were coupled to those of the Si-on-Mo interface; the Si-on-Mo relaxation coefficient, nu, was defined as an
independent variable. Contours of constant intensity as a function of wavelength and scattering angle are superimposed on afilled color
contour plot, and 1D slices are shown below and to the left of the contour plot. (Seethefileexanpl es. di r/ Si Mb. ns_ba. dat .)

Figure 2.5.13. The non-specular reflected intensity for aMo/Si multilayer film near normal incidence, computed using the BA theory (see

Section 2.3)
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Grazing incidence non-specular reflected intensity of a W/Si multilayer using the distorted-wave Born approximation,

with coupled parameters
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The last example, shown in Figure 2.5.14, isaplot in g-space of the grazing incidence, non-specular reflected X-ray intensity for aW/Si
multilayer calculated with the DWBA theory, as afunction of the lateral correlation length. The correlation length of the Si-on-W interface
was coupled to that of the W-on-Si interface for this calculation. (Seethefileexanpl es. di r/ SW. ns_dwba. dat .)

Figure 2.5.14. The non-specular reflected intensity for aW/Si multilayer film near grazing incidence, computed using the DWBA theory (see
Section 2.3.)
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Chapter 3. Measured Data and Parameter
Estimation

In addition to using IMD for modeling, you can also use IMD for parameter estimation (with confidence
interval generation) using nonlinear, least-squares curve-fitting, based on the Chi”2 test of fit.

Toillustrate, | will present an example showing how to determine the optical constants of afilm from
reflectance vs. incidence angle measurements.

Note: In IMD you can choose to use either the IDL CURVEFIT function (actually, adlightly modified
version,) which is based on the Marquardt algorithm [14] described in reference [15], or the MPFIT

function, an implementation of the MINPACK-1 Levenberg-Marquardt algorithm [19], developed by C.
B. Markwardt <http://astrog.physics.wisc.edu/~craigm/idl.html>

3.1 Using your measured data

3.2 Specifying fit parameters

3.3 Curve-fitting

3.4 Confidence intervals

Back | Contents | Next

file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/3.html [18/06/2002 17:01:53]


http://astrog.physics.wisc.edu/~craigm/idl.html

IMD 3.1. Using Y our Measured Data

3.1 Using Your Measured Data

Thefirst step in performing afit (or just comparing your measured datato IMD calculations) isto load your measured datainto IMD. The internal
variable namesthat IMD uses for measured dataare X_m, Y_m, and SIGY_m, where X_m is the independent variable, Y_m is the dependent
variable, and SIGY_m isthe experimental uncertainty in Y_m. So the goal hereisto get your datainside these variables. (SIGY_m isoptional - if
you don't defineit, IMD will just set it to zero.)

The easiet way to load your datainto IMD isto usethe Fi | e- >Qpen Measured Data Fil e. .. optionfromthemain IMD widget menu bar.
Figure 3.1.1 shows the widget that appears as aresult:

Figure3.1.1IMD Open Measured Data File widget

To load in measured data, you must tell IMD what sort of datayou have. Inthe OQpen Measur ed Dat a widget (Figure 3.1.1), you must select
designationsfor X_m and Y_m from alist of available independent and dependent variables; the choices presented will be determined by the
independent and dependent variables you have already selected in IMD.

For thisexample, | will illustrate how to read an ASCII file containing reflectance vs. incidence angle data measured for a Au film, 40 nm thick, at a
wavelength of 400 nm.

Note: There arefileslocated in the directory called exanpl es. di r inthei nd directory that you can load into IMD in order to follow along
with this example. The measured datafile, called 'Au_r _vs_t h. MEASURED. dat ', can beloaded into IMD using the Fi | e- >Qpen
Measured Data File... option, asdescribed below. UsetheFil e- >Open... optiontoasoreadthefile
Au_r_vs_th.FIT.dat intoIMD.

After specifying the relevant structure parameters (i.e., Au film, 40 nm thick), and the relevant independent and dependent variables (i.e., reflectance
vs. incidence angle€) in the main IMD widget, inthe Open Measur ed Dat a widget, select Ref | ect ance, RforY_m, and| nci dence
Angl e, Theta [deg] for X_m.

Note: it'simportant to set - before loading the data - the independent variable Uni t s to correspond with what's actually in your file. For
instance, if you're reading in data as a function of Normal incidence angle, make sure that the Angl e uni t s are set for Nor nal
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I nci dence, and not G azi ng | nci dence. Likewise for wavelength/energy or length units.

Y ou can change units to whatever you prefer after you load in the data, but IMD needs to know what units are actually in your data file ahead
of time.

Thefina stepisto tell IMD what IDL commands to use to actually read thefile. Since the file I'm reading in this example is an ASCII file containing
three columns of data - angle, reflectance, and uncertainty-in-reflectance - | can use the EROM command (see the documentation for the EROM
command, located inthewi ndt directory). The IDL command to read in the dataisthus'EROM X M Y_M SI GY_M. Thiscommand goesin
thefield labelled Cormand to read neasured data fil e:intheQpen Measured Data Fil e widget.

Note: If you have data that isin some other format, so that you cannot use the EROM command as described here, then you must enter the
appropriate IDL commandsinthe Command to read neasured data fil e: fieldof theCpen Measured Data Fil e widget.
Consult Appendix B.3 for more details.

Note: You can add offsets and/or scale factors to your measured datain the Open Measured Data Fi | e widget (Figure 3.1.1.) This
feature can be used, for example, to correct for systematic errorsin your data, or to convert measured non-specular reflected X-ray intensity
data, normalized to your incident beam intensity, i.e., 1/1g, to the form (1/1)dl/dOmega, which is the quantity that IMD computes. That is, you

would divide your values of I/l by your detector solid angle, dOmega.

Note: You can limit the range of measured data by selectingthe Onl y use neasured data within specified range button, and
by entering the X_mvalues that define the range of interest.

Once you have finished with the Open Measured Data Fi | e widget, pressQpen Dat a Fi | e to actually read the file. In this example, the
EROM command will now ask you to select afile to open. If you wish to follow aong with this example, then select the file called
Au_r _vs_th. MEASURED. dat intheexanpl es. di r directory.

After the datais read in successfully, the MEASURED DATA areaof the main IMD widget will indicate what data has been loaded. In this example,
the MEASURED DATA widget looks like this:

Figure 3.1.2: MEASURED DATA area of the main IMD widget after reading in data.

MEASURED DATA

91 data points: R vs Theta [0.00-90.00 deq] Clear Data

Back | Contents | Next
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B.3 Reading measured data files

Contained here are further details on loading your measured data filesinto IMD.
As described in section 3.1, the easiest easiet way to load your datainto IMD isto usethe Fi | e- >Open
Measured Data File... optionfromthemanIMD widget menu bar. Alternatively, you can use
the procedure IMD_M_RD (described in the previous section) directly from the IDL command line (at the
IMD prompt.) But in either case, you must

(a) indicate what type of data your file contains (either by setting the droplist values on the Open

Measured Data File... widget, or by explicitly setting valuesfor X_M_PTR and
Y _M_PTRwhenusing IMD_M_RD from the IDL command line)

and
(b) provide a command string to tell IMD (or IMD_M _RD) how to open your measured datafile.
The Read-M easured-Data Command String

If your measured datafileisan ASCII file containing columns of data, you can use the EROM procedure
to read the file (see the documentation for EROM inthewi ndt directory.) If thefileisnot an ASCII file,
or you cannot use EROM for some reason, then you will need to write your own IDL procedure (or
function) to read your file.

But however you read your measured data file (EROM or your own procedure) you must either

(@) explicitly definethe IMD variables X_M, Y_M, and optionally SIGY_M in the Read-
M easur ed-Data Command String, asin:

"EROM X M Y M SIGY M

or

"MY_PROCEDURE, X M Y M SIGY_M
or

(b) usethe IMD_M common block (see Appendix B.4) and defineX M, Y_M,and SIGY_M
inside the IDL procedure you write to read your data. For example:
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IMD B.3. Reading measured data files

PRO MY_PRO TO READ MY_DATA
COVVON | MD_M

| DL code to read your data goes here

X Meny x _data
Y Meny y data

;; and optionally
SI GY_M=ny_sigy data

return
end

So that the Read-M easur ed-Data Command String would read simply
"MY_PRO TO READ MY_DATA".

Asindicated in section 3.1, it'simportant to set - before loading the data - the independent variable Uni t s
to correspond with what's actually in your file. For instance, if you're reading in data as a function of
Normal incidence angle, make sure that the Angl e uni t s areset for Nor mal | nci dence, and not
Grazi ng | nci dence. Likewise for wavelength/energy or length units.

Y ou can change units to whatever you prefer after you load in the data, but IMD needs to know what units
are actually in your datafile ahead of time, as IMD will convert (i.e., redefine) X_M after it reads the file.

But...if you want to get fancy, you can take advantage of the values of the IMD COMMON block variables
IMD.ANGLEUNITS PTR, IMD.PHOTONUNITS PTR, or IMD.LAYERUNITS PTR, (see
Appendix B.4) to make sure that your data get converted correctly, regardless of how these pointers might
be set. That is, if you know your datafile contains, for example, reflectance vs. grazing incidence data,
then you might write a procedure like this:

PRO MY_PRO TO READ MY_GRAZI NG DATA

COVVON | ND
COVVON | MD_M

;; Read an ASCI| file of grazing incidence vs reflectance data
EROM X M Y_M

Now make sure that the grazing incidence data al ways gets
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IMD B.3. Reading measured data files

;; converted to normal incidence properly, regardl ess of how

;; I MD.ANGLEUNI TS PTR is set. That is, if IMDthinks the file

;; contains normal incidence data (I MD. ANGLEUNI TS PTR=0), then nake
;; It so, even though the file actually contains grazing incidence
;; data:

i f 1 MD. ANGLEUNI TS PTR eq O then X M=90-X M

return
end

Remember that X_M will get converted (redefined) to "internal” units (i.e., normal incidence, or
angstroms) after the fileis read; this conversion procedes according to the current value of IMD.X_M.

Note: Included intheext r as. di r directory of the imd distribution are some additional IDL
procedures that | have used to read in my measured data files, you might wish to use these
procedures as starting points for your own procedures.

Back | Contents | Next
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B.2 Some IMD functions and procedures

Described below (using standard IDL documentation formatting), are several IMD procedures and functions that you may wish
to usedirectly in IDL. In the documentation for the Graphics routines, you'll find an example of how to create a plot showing
computations stored in separate IMD datafiles.
. Computation
FRESNEL
NS BA

NS DWBA

. Optical constants

IMD F1F2TONK (procedure)

IMD_F1F2TONK (function)

IMD_NK
XNKPLOT (and the procedure NKPLOT contained within XNKPLOT)
. Filel/O
IMD RD
IMD M _RD
. Graphics
IMDSPLOT
IMDNPLOT
IMDFPLOT
IMDCPLOT
IMDMPLOT

IMD_PLOT LBL
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NAME:
FRESNEL
PURPCSE

Comput e specul ar optical functions and electric
field intensity for a multilayer stack.

CALLI NG SEQUENCE:
FRESNEL, THETA, LAVBDA, NC, Z[ , SI GVA, | NTERFACE, F, Q
| NPUTS:

THETA - Scalar or 1-D array of incidence angles, in degrees,
nmeasured fromthe nornal.

LAMBDA - Scalar or 1-D array of wavelengths. Units for LAVBDA
are the sanme as for Z and SI GVA.

NC - Conplex array of optical constants. The di nensions of NC
must be (N_ELEMENTS(Z)+2, N ELEMENTS( LAVBDA) ) .

Z - 1-D array of |ayer thicknesses. Units for Z are the sane
as for SIGVA and LAMBDA.

OPTI ONAL | NPUTS:

SIGVA - Scalar, 1D or 3D array of interface widths. [If SIGVA
is a scalar, then the sane roughness value is applied
to each interface. If SIGWA is a 1-D array, it nust
have (N_ELEMENTS(Z)+1) el enents, corresponding to the
nunber of interfaces in the stack. If SIGWA is a 3-D
array, it must have
( N_ELEMENTS( THETA) , N_ELEMENTS( LAMBDA) , N_ELEMENTS( Z) +1)
el ements. Units for SIGVA are the sane as for LAMBDA
and Z.

| NTERFACE - scalar, 1-D array, or 3-D array of interface
roughness profile types.

| NTERFACE=0 corresponds to an error-function
interface profile;

| NTERFACE=1 corresponds to an exponenti a
interface profile;
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| NTERFACE=2 corresponds to a |linear interface
profile;

| NTERFACE=3 corresponds to a sinusoidal interface
profile;

| NTERFACE=4 corresponds to a step functoin
i nterface.

I f I NTERFACE is a scalar, then the sanme roughness
profile is applied to each interface. |If

| NTERFACE is a 1-D array, it nust have
(N_ELEMENTS(Z) +1) el enments, corresponding to the
nunber of interfaces in the stack. [|f |NTERFACE

is a 3-D array, it nust have

(N_ELEMENTS( THETA) , N_ELEMENTS( LAMBDA) , N_ELEMENTS( Z) +1)
el ement s.

F - Incident polarization factor, defined as the ratio
(I(s)-1(p)) I (1(s)+l(p)), where I(s) and I(p) are the
incident intensities of s and p polarizations. So for pure
s-pol arization specify F=+1; for pure p-polarization
specify F=-1, or for unpolarized incident radiation,
speci fy F=0.

Q - Polarization analyzer sensitivity, defined as the
sensitivity to s-polarization divided by the sensitivity
to p-polarization. Specifying a value of g other than 1.0
could be used to sinulate, for exanple, the reflectance
you woul d nmeasure using a detector that (for whatever
reason) was nore or |ess sensitive to s-polarization than
to p-pol arization.

NOTE: The values of F and Q that you specify only affect
the 'average' optical properties; the optical properties
for pure s and pure p polarization are unaffected.

KEYWORD PARAMETERS:
| NPUTS:
MFC_MODEL - an integer specifying the formof the nodified

Fresnel coefficients to be used to account for
interface inperfections. See Section 2.2 for

detail s.

COWUTE_TA - Set to conpute reflectance, transmttance
and absor pt ance.

COVWUTE_FI ELD - Set to conpute fields, reflectance,
transm ttance and absor ptance.

file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/B.2.html (3 of 33) [18/06/2002 17:02:01]



IMD B.2 Some IMD functions and procedures

Note: if neither COVMPUTE _TA nor COWUTE_FI ELD is set,
then only reflectance i s conputed.

ARES - Instrunental angular resolution, in degrees. The
optical properties (R T, A vs. angle will be
convol ved with a Gaussian of wdth ARES, in
order to sinmulate a finite instrumenta
resolution. You must specify three or nore
THETA val ues to use ARES.

PRES - Instrunental spectral resolution, in the same
units as LAMBDA. The optical properties (R T,
A) vs. wavelength will be convolved with a

Gaussian of width PRES, in order to sinulate a
finite instrunental resolution. You nust specify
three or nore LAMBDA val ues to use PRES.

| NPUTS FOR FI ELD COVPUTATI ONS ONLY (i.e., with COVWPUTE_FI ELD set):

PT_SPACI NG - The spacing (in sane units as Z) between
field intensity points. |[If not specified,
default value of 1 is used.

Not e that the actual spacing between
points will not be regular, as it is
necessary to conpute the field intensities
precisely at the interfaces between

| ayers. See DEPTH bel ow.

AMBI ENT_DEPTH - The depth (in sane units as Z) into the
anbi ent material (the material above
the multilayer) for which the field
intensities are to be cal cul at ed.

If not specified, a default value of O
I s used.

SUBSTRATE_DEPTH - The depth (in same units as Z) into
the substrate material (the material
bel ow the multilayer) for which the
field intensities are to be
calculated. If not specified, a
default value of 0 is used.

OQUTPUTS:
RS - Refl ectance for s-polarization.

RP - Reflectance for p-polarization.
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RA - Average reflectance, =

(R*Q (1+F) +RP*(1-F) )/ (F*(Q 1) +(Q*+1))

PRS - Phase of reflected wave for s-polarization.
PRP - Phase of reflected wave for p-polarization.

CRS - Conplex reflected anplitude for s-polarization.

CRP - Conplex reflected anplitude for p-polarization.

RHO - Ratio of CRP/CRS
PSI - Ellipsonetric Psi function = ATAN( RHO* CONJ( RHO) )

DELTA - Ellipsonetric Delta function =
ATAN( | MAG NARY( RHO) , DOUBLE( RHO) )

FUNC_USERL,
FUNC_USER?,

FUNC USER3 - Strings specifying the USERL, USER2 and
USER3 functions. The |IDL EXECUTE function
is used to conpute these functions, as in:
ee=EXECUTE( "' user 1="' +func_user1l). Thus,
t hese strings nmust use valid I DL syntax,
and must be valid functions of any of the
vari ables and functions internal to the
FRESNEL procedure. See Section 2.3 for details.

USERL,
USER2,
USER3 - The user functions determ ned by the val ues of
associ ated FUNC USER* strings descri bed above.
ADDI TI ONAL QUTPUTS when COVPUTE TA or COWPUTE _FI ELD keywords are set:
TS - Transmttance for s-polarization.
TP - Transm ttance for p-polarization.

TA - Average transmttance, =

(TS*Q(1+F) +TP*(1-F) )/ (F*(Q 1) +(Q*+1))
PTS - Phase of transmitted wave for s-polarization

PTP - Phase of transmitted wave for p-polarization
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AS - Absorptance for s-polarization.
AP - Absorptance for p-polarization.

AA - Average absorptance, =

(AS*Q*(1+F) +AP*(1-F) )/ (F*(Q 1) +(Q*+1))

The dimensions of RS, RP, RA, PRS, PRP, TS, TP, TA PTS, PTP,
AS, AP, and AA are (N_ELEMENTS(THETA), N_ELEMENTS( LAVBDA) .

ADDI TI ONAL QUTPUTS WHEN COWMPUTE_FI ELD I'S SET:

DEPTH - 1-D array of depth values. The nunber of depth
val ues is

1+FI X( TOTAL( Z) +AVBI ENT_DEPTH+SUBSTRATE_DEPTH) / PT_SPACI NG

The depth values are not equally spaced, as it
is necessary to calculate the field intensities
precisely at the interfaces between | ayers.

If you need an equally spaced DEPTH array,

you can interpol ate the DEPTH, and I NT val ues.

INTS - Field intensity for s-polarization.

D nensions for INTS, |INTP, and | NTA are
( N_ELEMENTS( THETA) , N_ELEMENTS( LAMBDA) , N_ELEVENTS( DEPTH) )

INTP - Field intensity for p-polarization.

I NTS - Average field intensity,
=(INTS*Q (1+F) +INTP*(1-F) )/ (F*(Q 1) +(Q+1))

COVMON BLOCKS:
COMMON | MD, | ND
PROCEDURE:

As the nanes suggest, this procedure uses the Fresnel
equations to conpute the optical properties of a nultilayer as
a function of angle and wavel ength. All conputations are
perfornmed in double precision. A straightforward recursion
algorithmis used, which is to say that no shortcuts are

enpl oyed to take advantage of situations in which the

mul tilayer is purely periodic. As such, other algorithns

m ght be faster, but this one is nore general.

| f the COVWPUTE _TA keyword is set, to conpute transnittance and

absorptance in addition to reflectance, then the procedure is
significantly slower, due to the extra conputation required.
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| f the COVPUTE FI ELD keyword is set, the conputation tinme is
| onger still.

Scattering | osses due to interfacial roughness or diffuseness
are handl ed according to the nethods described in Section 2.2 of

of the hypertext |NMD docunentation.

Pol ari zati on averaging is performed using the function SP2A,
usage:

Resul t =SP2A( XS, XP, F, Q ,

where F and Q are as defined above, XS and XP are the optical
functions for pure s and p polarizations, and Result is the
average function. For exanple, the average reflectance RAis
gi ven by:

RA=(RS*Q* (1+F) +RP*(1-F) )/ (F*(Q 1) +(Q+1))

Instrunmental resolution is conputed by convolution with a
gaussi an, using the function | NSTRUMENT_RES, usage:

Resul t =I NSTRUVENT_RES( X, Y, RES, ANGLE=ANGLE,
WAVEL ENGTH=WAVEL ENGTH, ENERGY=ENERGY)

where RES is the width of the gaussian, and X and Y are the

i ndependent and dependent variables (e.g., X=THETA, Y=RA).

Set ANGLE to convol ve refl ectance, transm ttance, or

absor ptance vs. angle, WAVELENGTH to convol ve r/t/a vs.

wavel engt h, or ENERGY, to convolve r/t/a vs. energy. In the
case of ENERGY, both X and RES nust be specified in angstrons,
but are converted to eV before doing the convol ution.

EXAMPLE

Conpute the reflectance of a gold film 500 A thick, vs angle,
at a wavel ength of 4000 A

Def i ne THETA=VECTOR(O0., 90.,91), an array of angles fromO to 90
degrees, in 1 degree steps.

Def i ne LAMBDA=4000.

Using the optical constants for Au at 4000 A, we define
NC=[ conpl ex(1.,0.), conpl ex(1. 658, 1. 956), conpl ex(1.,0.)],
assumng the Au filmis surround by vacuum on either side.
Define Z=[500. ]

FRESNEL, THETA, LAMBDA, NC, Z, RA=RA

The value for RA we conpute in this exanple corresponds to
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unpol ari zed |ight.
MODI FI CATI ON HI STORY:
David L. Wndt, Bell Labs, My 1997

Updated to IMD V4.0, April, 1998

wi ndt @el | -1 abs. com
C 4
;. NAME:
NS BA
PURPCSE

Procedure to conpute the non-specular reflected intensity for
a multilayer film using the Born approximation theory
devel oped by D. Stearns, as described in reference [4].

CALLI NG SEQUENCE:
NS BA, THETA I N, THETA OUT, LAVBDA NC, Z [, F, Q
| NPUTS:

THETA IN - Scalar or 1-D array of incidence angles, in
degrees, neasured fromthe nornmal.

THETA OUT - Scalar or 1-D array of scattering angles, in
degrees, neasured fromthe normal.

If THETAIN is a scalar, then the sane value of THETA IN w |
be used for every value of THETA QUT. Simlarly, if THETA QUT
is a scalar, then the sane value of THETA OUT will be used for
every value of THETA IN. If THETA IN and THETA QUT are both
1D arrays, then they nust have the sane nunber of elenents.

In any case, the non-specular reflected intensity is conputed
for pairs of THETA IN, THETA OUT val ues.

LAMBDA - \Wavel ength (scal ar).

NC - Conmplex array of optical constants. The di nensions of NC
must be (N_ELEMENTS(Z) +2)

Z - 1-D array of layer thicknesses. Units for Z are the sane
as for SIGVA and LANMBDA.
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OPTI ONAL | NPUTS:

F - Incident polarization factor, defined as the ratio
(r(s)-1(p)) / (1(s)+l(p)), where I(s) and I(p) are the
incident intensities of s and p polarizations. So for pure
s-pol ari zati on specify F=+1; for pure p-polarization
specify F=-1, or for unpolarized incident radiation,
speci fy F=0.

Q - Polarization analyzer sensitivity, defined as the
sensitivity to s-polarization divided by the sensitivity
to p-polarization. Specifying a value of q other than 1.0
could be used to sinulate, for exanple, the reflectance
you woul d neasure using a detector that (for whatever
reason) was nore or |ess sensitive to s-polarization than
to p-pol arization.

KEYWORD PARAMETERS:
| NPUTS:
PH - Scattering plane azinuthal angle. (Scalar.) Default is 0 deg.
M-C_MODEL - an integer specifying the formof the nodified
Fresnel coefficients to be used to account for

interface inperfections. See Section 2.2 for
detail s.

PSD MODEL - Set PSD MODEL=0 to use the sigma_r/xi_par/H PSD nodel
Set PSD MODEL=1 to use the Omrega/ nu/n PSD nodel .

| f PSD MODEL=0, then the follow ng three paraneters must be
suppl i ed:

SIGVA R - 1D array of interface roughnesses. N _ELEMENTS(Z) +1
el ement s.

XI _PAR - 1D array of interface correlation | engths. N ELEVMENTS(Z)+1
el ement s.

H - 1D array of interface jaggedness factors. N _ELEMENTS(Z) +1
el enent s.

In addition, you can al so specify:
XI _PERP - Perpendicular correlation |length (scalar).

| f PSD MODEL=1, then the follow ng three paraneters nust be
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suppl i ed:

OVEGA - 1D array of interface vol unen
el ements. N _ELEMENTS(Z) +1 el enents.

NU - 1D array of interface rel axation
coefficients. N_ELEMENTS(Z)+1 el ements.

N_- 1D array of PSD exponents. N _ELEMENTS(Z)+1 el enents.
You can al so specify:

SUBSTRATE _Z - The Z value of the 'substrate', needed to
conpute the PSD of the bottom nost interface
when using the Orega/ nu/n PSD nodel .

Diffuse interfaces can be used when conputing the electric
field intensities (needed to conpute the scattered intensity)
by specifying values for SIGVA D and | NTERFACE. The electric
fields will be conputed from nodified Fresnel coefficients,
as described in Section 2.2.

SIGVA D - 1D array of interface diffuseness factors.
SI GVA D nust have N_ELEMENTS(Z)+1 el ements.

| NTERFACE - 1D array of interface profiles
functions. | NTERFACE nust have
N_ELEMENTS( Z) +1 el enent s.

| NTERFACE=0 corresponds to an
error-function interface profile;

| NTERFACE=1 corresponds to an exponenti al
interface profile;

| NTERFACE=2 corresponds to a |linear
interface profile;

| NTERFACE=3 corresponds to a sinusoi dal
interface profile;

| NTERFACE=4 corresponds to a step functoin
i nterface.

ARES - Instrunental angular resolution, in degrees. The
non-specul ar reflected intensity vs. angle wll
be convolved with a Gaussian of width ARES, in
order to sinulate a finite instrunmenta
resolution. You must specify three or nore
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THETA I N or THETA OUT val ues to use ARES.
QUTPUTS:

DI DOVEGA S - s-pol arized conponent of reflected
intensity.

DI DOVEGA_P - p-pol arized conponent of reflected
intensity.

DI DOVEGA A - pol arization-averaged reflected intensity.

See Section 2.3 for a conplete description of these
three functions, and how they depend on f and q.

COMMON BLOCKS:
COWON | MD, | MD
PROCEDURE

I nstrumental resolution is conputed by convolution with a
gaussi an, using the function | NSTRUMENT_RES, usage:

Resul t =I NSTRUVENT_RES( X, Y, RES, / ANGLE)

where RES is the width of the gaussian, and X and Y are the

i ndependent and dependent variables (e.g., X=THETA,

Y=DI DOVEGA_S). Set ANGLE to convol ve di donega vs. angle.
MODI FI CATI ON HI STORY:

David L. Wndt, Bell Labs, April, 1998

wi ndt @el | -1 abs. com
N
;. NAME:
NS DWBA
PURPGCSE

Procedure to conpute the non-specular reflected intensity for
a multilayer film using the distorted-wave Born approximtion
t heory devel oped by Sinha/Holy/de Boer, described in
references 5,6,7 and 8.
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CALLI NG SEQUENCE:
NS DWBA, THETA I N, THETA OUT, LAVBDA, NC, Z
| NPUTS:

THETA IN - Scalar or 1-D array of incidence angles, in
degrees, neasured fromthe nornal.

THETA QUT - Scalar or 1-D array of scattering angles, in
degrees, neasured fromthe normal.

If THETAINis a scalar, then the sanme value of THETA IN w ||
be used for every value of THETA QUT. Simlarly, if THETA OUT
is a scalar, then the sane value of THETA OUT will be used for
every value of THETA IN If THETA IN and THETA QUT are both
1D arrays, then they nust have the sane nunber of elenents.

In any case, the non-specular reflected intensity is conputed
for pairs of THETA IN, THETA QOUT val ues.

LAMBDA - Wavel ength (scal ar).

NC - Conplex array of optical constants. The dinensions of NC
nmust be (N_ELEMENTS(Z) +2)

Z - 1-D array of layer thicknesses. Units for Z are the sane
as for SIGVA and LAMBDA.

KEYWORD PARANETERS:
| NPUTS:
PH - Scattering plane azinuthal angle. (Scalar.) Default is O.
MFC_MODEL - an integer specifying the formof the nodified

Fresnel coefficients to be used to account for
interface inperfections. See Section 2.2 for

detail s.

PSD MODEL - Set PSD MODEL=0 to use the sigma_r/xi_par/H PSD nodel
Set PSD MODEL=1 to use the Onrega/ nu/n PSD nodel .

| f PSD MODEL=0, then the follow ng three paraneters nust be
suppl i ed:

SIGVA R - 1D array of interface roughnesses. N ELEMENTS(Z) +1
el ements.

XI _PAR - 1D array of interface correlation | engths. N ELEMENTS(Z)+1
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el enent s.

H - 1D array of interface jaggedness factors. N _ELEMENTS(Z) +1
el ement s.

In addition, you can al so specify:

XI _PERP - Perpendi cular correlation |length (scalar).

| f PSD _MODEL=1, then the follow ng three paraneters nust be
suppl i ed:

OVEGA - 1D array of interface vol unen
el ements. N _ELEMENTS(Z) +1 el enents.

NU - 1D array of interface rel axation
coefficients. N_ELEMENTS(Z)+1 el enments.

N_ - 1D array of PSD exponents. N ELEMENTS(Z)+1 el enents.
You can al so specify:

SUBSTRATE _Z - The Z value of the 'substrate', needed to
conpute the PSD of the bottom nost interface
when using the Orega/ nu/n PSD nodel .

D ffuse interfaces can be used when conputing the electric
field intensities (needed to conpute the scattered intensity)
by specifying values for SIGVA D and | NTERFACE. The el ectric
fields will be conputed from nodified Fresnel coefficients,
as described in Section 2.2.

SIGVA D - 1D array of interface diffuseness factors.
SI GVA D nust have N_ELEMENTS(Z)+1 el ements.

| NTERFACE - 1D array of interface profiles
functions. | NTERFACE nust have
N_ELEMENTS( Z) +1 el enent s.

| NTERFACE=0 corresponds to an
error-function interface profile;

| NTERFACE=1 corresponds to an exponenti al
interface profile;

| NTERFACE=2 corresponds to a |inear
interface profile;

| NTERFACE=3 corresponds to a sinusoi dal
interface profile;
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IMD B.2 Some IMD functions and procedures

| NTERFACE=4 corresponds to a step functoin
i nterface.

ARES - Instrunental angular resolution, in degrees. The
non-specul ar reflected intensity vs. angle wll
be convolved with a Gaussian of width ARES, in
order to sinmulate a finite instrumenta
resolution. You mnmust specify three or nore
THETA I N or THETA QUT val ues to use ARES.

OQUTPUTS:

DI DOVEGA - non-specul ar reflected intensity.

COVMON BLOCKS:
COMMON | MD, | ND
PROCEDURE:

Instrunmental resolution is conputed by convolution with a
gaussi an, using the function | NSTRUVENT_RES, usage:

Resul t =I NSTRUVENT_RES( X, Y, RES, / ANGLE)

where RES is the width of the gaussian, and X and Y are the

i ndependent and dependent variables (e.g., X=THETA,

Y=DI DOVEGA S). Set ANGLE to convol ve di donega vs. angle.
MODI FI CATI ON HI STORY:

David L. Wndt, Bell Labs, April, 1998

wi ndt @el | -1 abs. com

NAME:
| MD_F1F2TONK ( procedure)
PURPCSE

This procedure is a widget interface to the | MD FIF2TONK
function, and is used to conpute optical constants (n,k)

file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/B.2.html (14 of 33) [18/06/2002 17:02:01]



IMD B.2 Some IMD functions and procedures

fromatomc scattering factors for a conmpound specified by
conposition and density. The resulting optical constants are
plotted (using xnkplot; the plot can then be printed using
plot _print,) and can be saved to a text file (.nk format).
CALLI NG SEQUENCE
| MD_F1F2TONK
COVMON BLOCKS:

| MD
| MD_F1F2TONK

RESTRI CTI ONS:

See the restrictions for the | MD FIF2TONK functi on.

PROCEDURE

In this program the optical constants are conputed over a grid of
1000 energies, logarithmcally spaced from30 eV to 100 keV.

MODI FI CATI ON HI STORY:
David L. Wndt, Bell Labs, May 1997.
w ndt @el | -1 abs. com
Novenber 1997: renanmed from F1F2TONK; brand new w dget interface.

April 1998: Default grid is now 1000 energies from30 eV to 100
keV.

NAME:
| MD F1IF2TONK (function)

PURPCOSE:
This function conmputes optical constants (n,k) from
atom c scattering factors for a conpound specified

by its conposition and density.

CALLI NG SEQUENCE

file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/B.2.html (15 of 33) [18/06/2002 17:02:01]



IMD B.2 Some IMD functions and procedures

Resul t =I MD_F1F2TONK( DENSI TY, NUMBER, ELEMENT[ , WAVELENGTH] )

| NPUT PARAMETERS
DENSI TY - conpound density, in gmcnB.

NUMBER - scalar or array of relative concentrations. For exanple,
to conpute the optical constants for Al 203, set
NUMBER=[ 2. , 3. ]

ELEMENT - scalar or array of chem cal elenent synbols. For exanple,
to conpute the optical constants for Al 203, set
ELEMENT=["Al ", 'O ].

WAVELENGTH - vector of wavelengths. If omtted, the optical
constants are conputed over a |logarithm cally-spaced
grid of 500 wavel engths fromO0.413 to 413 A (i.e.,
from30 eV to 30 keV.)

QUTPUTS:

Result - A conplex scalar or 1-D array (the sane |ength
as WAVELENGTH) containing the optical constants (n, k).

KEYWORD PARAMETERS:

F1F2 - optional input or output array of atom c scattering factors.
Di mensi ons=[ 2, N_ELEMENTS( NUMBER) , N_ELEMENTS( WAVELENGTH) ] ; Thus
F1F2(0,0,*) are the F1 values for the first elenment, and
F1F2(1,0,*) are the F2 values for the first elenent, and so on.
If F1F2 is dinmensioned correctly, then the atom c scattering
factors are not read fromthe files corresponding to the el enents
of the ELEMENT array, but rather the passed val ues are used.
(So be sure that the F1F2 val ues are correct!)
Conversely, if F1F2 is undefined (or ill-defined) then the
returned value of F1IF2 will contain the F1 and F2 val ues read
fromthe atom c scattering factors files.

COVMON BLOCKS:

| MD
| MD_F1F2TONK

RESTRI CTI ONS:

The program uses atom c scattering factors conpiled fromthe CXRO
and LLNL websites. (See Section A 3.)

The atonmic scattering factor files nmust be located in the directory
specified in the file | MDSI TECONFI G PRO, | ocated in the | NMD
directory. However, if the files are not found, the user will be
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pronpted to enter the path leading to these files.
PROCEDURE:

The optical constants are conputed according to the principles
described in the paper "X-ray interactions: photoabsorption,
scattering, transm ssion, and reflection at E=50-30, 000 eV,
Z=1-92", B.L. Henke, EE M @llikson, and J. C. Davis, Atomc
Data and Nucl ear Data Tables, Vol. 54, No. 2, July 1993. (See
especially equations (17) and (18).)

MCDI FI CATI ON HI STORY:

David L. Wndt, Bell Labs, Nov 1997.
w ndt @el | -1 abs. com

NAME:
| MD_NK
PURPCOSE

A function used to read IMD optical constant files (.nk files).

CALLI NG SEQUENCE
Resul t =1 MD_NK( MATERI AL, WAVELENGTH)
| NPUTS:

MATERI AL - A string specifying the nane of a valid
optical constant file, wthout the .nk extension.

WAVELENGTH - A scalar or 1-D array specifying the wavel ength
i n angstrons.

QUTPUTS:

Result - A conmplex scalar or 1-D array (the same length
as WAVELENGTH) containing the optical constants (n,Kk).

COVMON BLOCKS:

| MD
| MD_W DGET

PROCEDURE:
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The optical constant file is read, and the data are interpol ated
(using FINDEX and | NTERPOLATE) to get n and k at the specified
wavel engt hs.

MODI FI CATI ON HI STORY:

David L. Wndt, Bell Labs, April 1997

wi ndt @el | -1 abs. com
C 4
;. NAME:
XNKPLOT
PURPCSE

This procedure plots optical constants n,k versus
wavel ength, and allows the user the ability to adjust sone
of the plot settings, and print the plot, through a GU
CALLI NG SEQUENCE
XNKPLOT[ , LAMBDA, N, K]
OPTI ONAL | NPUTS:
LAMBDA - A 1D vector of wavel ength val ues, in Angstrons

N, K- 1D vectors of n and k val ues

Note: if no inputs are supplied, the use can open a new
optical constant file fromthe File->0pen nmenu option

RESTRI CTI ONS:

Requi res wi dgets; uses lots of stuff in the
~i dl /user_contrib/w ndt directory.

PROCEDURE:
Note that the procedure called NKPLOT (usage:
NKPLOT, LAMBDA, N, K) is the one that actually creates the

plot. NKPLOT can be used on it's own if desired:

KEYWORDS to nkplot (in addition to nost | DL keywords
accepted by the plot comand):

XAXI'S, NAXIS, KAXIS - 4-el enent vectors specifying the |IDL
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[type, range(0),range(1l),style] axis
values. i.e., type=1 for log plots,

etc. For exanple, to plot n on a
linear scale fromO to 2, and k on a
log scale from.1 to 10, specify

naxi s=[0.,0.,2.,0.],kaxis=[1.,.1,10.,0.]

NSTYLE, KSTYLE - 5-el enment vectors specifying the |IDL
[col or,linestyle,thick, psymsynsize]
values for the n and k curves. For
exanmple, to plot n using a red dashed |ine,
speci fy nstyle=[2,1,0,0, 0]

LABEL_POSITION - a scalar, in the range 0. to 1.
speci fying the position along the xaxis
for the 'n" and 'k' curve | abels. (See
t he CURVE_LABEL procedure for nore
details.)

BANGY_N - the value of the 'y systemvariable set after
creating the n-vs-lanbda plot. the only reason
to use this keyword is to enabl e subsequent use
of the overplot keyword.

BANGY_K - the value of the 'y systemvariable set after
creating the k-vs-lanbda plot. the only reason
to use this keyword is to enabl e subsequent use
of the overplot keyword.

OVERPLOT - set this to overplot n and k vs | anbda on an
existing plot made with nkplot. this keyword
nmust be used with the bangy_n and bangy_k
keywor ds.

Exanple: plot two sets of n,k values on the sane plot:
NKPLOT, | anbdal, n1, k1, $
bangy_n=bangy_n, bangy_k=bangy_k
NKPLOT, | anbda2, n2, k2, $
bangy n=bangy_n, bangy_k=bangy_ Kk, / over pl ot
S| DE EFFECTS:
TEK COLOR i s used to set the color tables.

COMMON BLOCKS:

| MD
PLOT_PRI NT (see ~wi ndt/plot_print. pro)
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RESTRI CTI ONS:

The program uses many procedures found in the
~idl /user_contrib/w ndt directory.

MCDI FI CATI ON HI STORY:

David L. Wndt, Bell Labs, April 1997
w ndt @el | -1 abs. com

NAME:
| MD_RD
PURPOSE
A function used to open IMD files.
CALLI NG SEQUENCE:
Resul t =I MD_RD( [ FI LE=FI LE] )
KEYWORD PARANMETERS:

FILE - The nane of the IMD file to open. |If omtted, PICKFILE
will be used to get a file nane.

OUTPUTS

Result - 0 or 1, depending on whether the file was opened
successfully or not.

COMVON BLOCKS:
| MD
| MD_PARS
| MD_VARS
| MD_FPARS
| MD_FVARS
| MD_NSVARS
RESTRI CTI ONS:

Must be used in the | MD environnent.

New versions of IMD will probably not be able to open old IM
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files.

PROCEDURE:
IMD files are saved and opened using the IDL SAVE and RESTORE
commands. The | MD_RD procedure does a few nore things than just
calling RESTORE, so you should not try to open IMD files using
RESTORE directly.

MODI FI CATI ON HI STORY:

David L. Wndt, Bell Labs, April 1997.
wi ndt @el | - | abs. com

NAME:
| MD M RD
PURPCSE

A procedure to open a neasured data file and define the |INMD
variables XM Y M and SIGY_M as well as the pointers X M PTR
and Y_M PTR and sone other inportant internal |NMD vari ables.

CALLI NG SEQUENCE:

| MO_M RD, X_M PTR=X_M PTR, Y_M PTR=Y_M PTR,
RD_M CMD=RD_M CMD,

SCALE=X_M SCALE,

SCALE=Y_M SCALE,

OFFSET=X_M OFFSET,

M_OFFSET=Y_M OFFSET

X M
Y_M
X M
Y_M

I NPUTS:

X MPTR - An integer that tells IMD to which independent variable
the X Mdata refer. X MPTR=0 indicates incidence
angl e data and X M PTR=1 i ndi cates wavel ength (or
energy) data. |f other independent variables are
al ready defined in the I MD environnent, then I arger
val ues of X M PTR can be set. The order of the
variables listed in the I ndependent Variables List, on
the main I MD wi dget, correspond to X M PTR val ues.

If X MPTRis omtted, then the data wll be assuned
have an i ndependent vari able corresponding to the
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current value if IMD.X M i.e., if neasured data has

al ready been defined, the new data will be assuned to
have the same i ndependent variable, or if no data has
been read, | MD. X M=0, indicating incidence angle data.

Y MPTR - An integer that tells I MD which dependent variable the
Y Mdata refer to. Set

Y M PTR=0 for reflectanc

Y_MPTR=1 for transmttance

Y_M PTR=2 for absorptance

Y_ M PTR=3 for psi

Y M PTR=4 for delta

Y M PTR=5 for userl

Y M PTR=6 for user2

Y_M PTR=7 for user3

Y _ M PTR=8 for non-specular reflected intensity

RD M CVD - A string specifying the command to actually read the
data file. The conmand string nust obey IDL syntax
rul es.

OPTI ONAL KEYWORD PARAMETERS:

LIMT M- Set this keyword to 1 to cause IMD M RD to ignore neasured
dat a val ues outside the range specified by the X M RANGE
keyword if it is set, or by the current value of the
| MD. X_ M RANGE. Set this keyword to O to use the entire data
set. If LIMT_Mis not explicitly set, then the current
value of IMD.LIMT Mis used.

X M RANGE - A 2-elenent array specifying the range of X M val ues outside
of which the neasured data is to be ignored. For exanple,
if the measured data file contains incidence angle data from
0 to 90 degrees, but you wish to ignore data fromO to 5 degrees
and from85 to 90 degrees, then set X M RANGE=[5.,85.].
If X MRANGE is not set, then the current value of | NMD. X M RANGE
is used. Note that X M RANGE (and/or I MD. X M RANGE) is only
used if LIMT M (or IMDLIMT_M is set to 1.

X M OFFSET - An offset of X MOFFSET will be added to the X M dat a.
Default value is O.

X M SCALE - The X Mdata will be nmultiplied by X M SCALE.
Default value is 1.

Y M OFFSET - An offset of Y MOFFSET will be added to the Y_M data.
Default value is O.

Y_M SCALE - The Y_Mdata will be nmultiplied by Y_M SCALE.
Default value is 1.
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COVMON BLOCKS:

| MD

| MD_VARS

| MD_PARS

| MD_NSVARS
| MD_M

RESTRI CTI ONS:

If your data does not include experinental uncertainties, SIGY M
the uncertainty in Y M wll be set to zero. (In this case, you
will not be able to use instrumental weighting when perform ng
curve-fits in IMD.)

NOTE: You should always use IMD M RD to open a neasured data file from
the DL conmmand line, even if you have witten a procedure that defines
Xm Y m and SIGY mdirectly.

PROCEDURE

IMD MRD wll read your data file, and it wll set the |IND
nmeasur ed-data-valid flag (I MD. M VALI D) accordingly.

The neasured data file is opened, by using the EXECUTE function
with RD M CWVD as an argunent. |f RD M CVD does not include
XM Y M and optionally SIGY_Mexplicitly, than the procedure
to read the data nust contain the I MD M comon bl ock, and

t hese variabl es nmust be set inside the procedure.

Note: The X Mdata will be converted to angstrons if X Mrefers to
wavel engths or lengths, or to degrees fromthe normal if X mrefers

to angles. The conversion will depend on the current val ues of the

I MD internal pointers (IMD. ANGLEUNI TS, | NMD. PHOTONUNI TS _PTR and

| MD. LAYERUNI TS _PTR, see Appendix B4), so it's inportant that these
pointers are 'pointing' correctly BEFORE READI NG THE DATA. You should
NEVER attenpt to set these pointers yourself.

For exanmple, to read a neasured data file containing three
colums of data - incidence angle, reflectance, and uncertainty
in reflectance - the EROM command coul d be used, so that the
val ue of RD M CVMD woul d be set to

RD M CvD=' EROM X M Y_M SI GY_M

Alternatively, if you have an I DL procedure that you have witten
to read you own neasured data files, you would include the | MD M
common bl ock in your procedure (or function) and define X M Y_M
and optionally SIGY_Mexplicitly:

RD M CMD=' M¥_PRO TO READ MY _DATA
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wher e:

PRO MY_PRO TO READ MY_DATA

COVMON | MD_M

;; I DL code to read your data goes here

X Meny x_data
Y _Meny_y data

;; and optionally
SI GY_Meny_sigy_data

return
end

MCDI FI CATI ON HI STORY:

David L. Wndt, Bell Labs, April 1997.
wi ndt @el | -1 abs. com

Novenber 1997: added the LIMT_M and X _M RANGE keywor ds.

April 1998: added the Y_M SCALE keyword.

NAME:
| MDSPLOT
| MDNPLOT
| MDFPLOT
| MDCPLOT
PURPCSE:
These four procedures produce 1D and/or 2D plots of specul ar
optical properties (reflectance/transm ttance/ absorptance
etc. ), non-specular reflected intensity, field intensity, and
confi dence |levels, respectively.
See the KEYWORD and PROCEDURE sections bel ow for details.
CALLI NG SEQUENCE
| MDSPLOT
| MDNPLOT
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| MDFPLOT
| MDCPLOT

KEYWORD PARAMETERS:

I VINDI CES - (1 MDSPLOT, | MDNPLOT, | MDFPLOT only) Array indicating
the array indices of independent variables. The
length of IVIND CES is equal to the nunber of
i ndependent vari ables that are defined (as indicated
in the I ndependent Variables Iist on the IM
wi dget). There are always at |east two i ndependent
vari abl es - angle and wavel ength; in the case of
| MDFPLOT, there are at |east three: depth, angle,
and wavel ength; in the case of | MDNPLOT, there are
at least four: angle, wavel ength, scattering angl e,
and scattering plane azinuthal angle (phi).

This keyword only has an effect if you're plotting
data that involve nore than one nulti-val ued

i ndependent variable. See the PROCEDURE section
bel ow for details.

FPI NDI CES - (I MDCPLOT only) Array indicating the array indices
of fit paraneters. Simlar to |IVIND CES (above.)

LEVEL - (1 MDCPLOT only) the Chi”~2 confidence |evel (from 0-100).

JO NT - (IMDCPLOT only) O for independent confidence intervals,
1 for joint confidence intervals.

OVERPLOT - Don't draw pl ot axes, just overplot the data.

S LABEL_PCS - An integer fromO to 12, indicating the position
for the Structure |label. See the PLOT_TEXT
procedure for details.

FP_LABEL POS - An integer fromO to 12, indicating the position
for the Fit Paraneters |abel (IMDSPLOT and
| MDCPLOT only). See the PLOT_TEXT procedure for
det ai | s.

APFQ LABEL PCS - An integer fromO to 12, indicating the
position for the Angul ar Resul tion/ Spectral
Resol uti on/ Pol arization |abel. See the
PLOT_TEXT procedure for details.

CURVE LABEL_PCS - A floating point nunber fromO to 1 indicating
the position for curve |abels. See the
CURVE _LABEL procedure for details. This
keyword only has an effect if
| MDSPLOT. LEGEND=0 (for | MDSPLOT),
| MDNPLOT. LEGEND=0 (for | NMDNPLOT),
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| MDFPLOT. LEGEND=0 (for |MDFPLOT), or
| MDCPLOT. LEGEND=0 (for | MDCPLOT).

LEGEND POS - An integer fromO to 12, indicating the position
for the plot |legend. See the LEGEND procedure for
details. This keyword only has an effect if
| MDSPLOT. LEGEND=1 (for | MDSPLOT), | MDFPLOT. LEGEND=1
(for I MDFPLOT), or | NMDCPLOT. LEGEND=1 (for
| MDCPLOT) .

CLABEL - String array to |abel curves using CURVE_LABEL or
LEGEND. If non-null, then the val ues supplied wll be
used on the plot. Oherwise, the programw Il return
t he val ues automatically generated. These returned
val ues can then be used to |abel the plot later. This
| atter behavior is useful when you want to include
mul ti pl e vari abl es using the OVERPLOT keyword, and you
wi sh to label all the curves using LEGEND, Use of the
NO CLABEL keyword woul d thus be appropriate

NO CLABEL - Don't actually draw the curve |abels. (But CLABEL
will still contain the strings that woul d have been
| abel | ed.)

FORCE_CLABEL - Force the curve |abels to include the independent
variable (or fit paraneter) values that woul d
otherwise wind up in the subtitle.

LEGEND STYLE - An N x 5 array, where N is the nunber of
dependent variables on the plot, containing the N
val ues of COLOR, LINESTYLE, THI CK, PSYM and SYMSI ZE
for each curve. These values can thus be used
to instruct LEGEND on howto create a | egend
to correspond with what was plotted.

DCHI 2_LABEL_POS - (1D I MDCPLOTs only) A floating point nunmber fromO
to 1 indicating the position for the Chi”"2
curve | abel. See the CURVE LABEL procedure
for details.

DCHI 2LABEL - (1D I MDCPLOTs only) A string specifying the |abel
to use for the Chi~2 | abel.

XTI TLE

YTI TLE

PYTI TLE (1 MDSPLOT only; phase axis)

ZTI TLE (1 MDSPLOT, | NDNPLOT, | MDFPLOT only)

SUBTI TLE

TI TLE - The usual graphics keywords. If non-null, then these
values will appear on the plot. O herw se, the program
will return the values automatically generat ed.
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XTYPE, XRANGE, XSTYLE
YTYPE, YRANGE, YSTYLE
PYTYPE, PYRANGE, PYSTYLE, PYTICKS (I MDSPLOT only; phase axis)
ZTYPE, ZRANGE, ZSTYLE (I MDSPLOT, | MDNPLOT, | MDFPLOT only)
The usual graphics keywords.

YMARG NO - Set this to make extra space below a plot to allow
for PLOT_TEXT boxes and LEGEND boxes.

HORI ZONTAL - The HORI ZONTAL keyword for surface plots.

STATS _FLAGS - (1 MDSPLOT, | NMDNPLOT only) a six-elenment array of
flags indicating which statistics are to be
comput ed and di spl ayed (overrides | MDSPLOT. STATS FLAGS
or | MDNPLOT. STATS _FLAGS)

STATS FLAGS(0): set to conpute mn
STATS FLAGS(1): set to conpute max
STATS FLAGS(2): set to conpute average
STATS FLAGS(3): set to conpute integral
STATS FLAGS(4): set to conpute fwhnmax
STATS FLAGS(5): set to conpute fwhm n

STATS _FUNCTI ON - (I MDSPLOT, | NMDNPLOT only) an integer specifying
whi ch function is to be used when conmputi ng
statistics (overrides | MDSPLOT. STATS FUNCTI ON
or | MDNPLOT. STATS_FUNCTI ON)

for | MNDSPLOT

STATS_FUNCTI ON
STATS_FUNCTI ON
STATS_FUNCTI ON
STATS_FUNCTI ON
STATS_FUNCTI ON
STATS_FUNCTI ON
STATS_FUNCTI ON
STATS_FUNCTI ON
STATS_FUNCTI ON
STATS_FUNCTI ON
STATS_FUNCTI ON

for average transmttance
for s-transmttance

for p-transmttance

10 for s-transmtted phase
11 for p-transmtted phase
12 for average absorptance
13 for s-absorptance

14 for p-absorptance

15 for userl

16 for user2

17 for user3

STATS FUNCTION = 0 for average reflectance
STATS FUNCTION = 1 for s-reflectance
STATS FUNCTION = 2 for p-reflectance
STATS FUNCTION = 3 for s-reflected phase
STATS FUNCTION = 4 for p-reflected phase
STATS_FUNCTION = 5 for psi
STATS FUNCTION = 6 for delta

7

8

9

for | MDNPLOT:

STATS FUNCTION = 0 for didomega_baa
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STATS_FUNCTI ON
STATS_FUNCTI ON
STATS_FUNCTI ON

1 for didonega_bas
2 for didonmega_bap
3 for di donmega_dwba

RO _FLAG - (1 MDSPLOT, | NMDNPLOT only) set to 1 to display
regi on-of -i nterest |ines.

RO RANGE - (I MDSPLOT, | MDNPLOT only) a two-el ement array
specifying the region-of-interest array indices of
the X-axis plot variable.

TD_PARS - a 2-elenent array indicating what type of 2D pl ot
draw. For a surface plot, set TD PARS(0)=0; for a
contour plot, TD PARS(0)=1; for a filled contour
pl ots, set TD PARS(0)=2; and for a cont_inage pl ot
(using the CONT_I MAGE procedure in the windt library),
set TD PARS(0)=3. TD PARS(1) is the number of contour
| evels to draw when TD PARS(0) is greater than O.

SPACE - a scalar flag indicating that an angle axis or axes are
to be plotted in nonentum space instead of rea
space.

For | MDNPLOT,

Q@SPACE=1 => 1D plot vs. q_x
Q@SPACE=2 => 1D plot vs. q.y
QSPACE=3 => 1D plot vs. q_z
QSPACE=4 => 2D plot vs. q_x vs q_y
QSPACE=5 => 2D plot vs. g _x vs Q_z
QSPACE=6 => 2D plot vs. q.y vs Q_z

For | MDSPLOT, | MDFPLOT and | MDCPLOT, a QSPACE val ue
greater than one results in a 1D or 2D plot vs. q_z.

If lanbda (or phi) are plot variables, nonentum space
pl ots are not possible.

The foll owi ng keywords determ ne which dependent vari abl es
are plotted

| MDSPLOT onl y:
PLOT - an array of flags indicating which functions to plot:

PLOT(0) - Plot average reflectance (overrides | MDSPLOT. RA)
PLOT(1) - Plot s-reflectance (overrides | MDSPLOT. RS)
PLOT(2) - Plot p-reflectance (overrides | MDSPLOT. RP)
PLOT(3) - Plot reflected s-phase (overrides | MDSPLOT. PRS)
PLOT(4) - Plot reflected p-phase (overrides | MDSPLOT. PRP)
PLOT(5) - Plot ellipsonetric psi (overrides | MDSPLOT. PSI)
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PLOT(6) - Plot ellipsonetric delta (overrides | MDSPLOT. DELTA)

PLOT(7) - Plot average transmttance (overrides | MDSPLOT. TA)
PLOT(8) - Plot s-transmittance (overrides | MDSPLOT. TS)
PLOT(9) - Plot p-transmttance (overrides | MDSPLOT. TP)

PLOT(10) - Plot transmtted s-phase (overrides | MDSPLOT. PTS)
PLOT(11) - Plot transnmitted p-phase (overrides | MDSPLOT. PTP)
PLOT(12) - Pl ot average absorptance (overrides | MDSPLOT. AA)
PLOT(13) - Plot s-absorptance (overrides | MDSPLOT. AS)
PLOT(14) - Plot p-absorptance (overrides | MDSPLOT. AP)
PLOT(15) - Plot userl function (overrides | VMDSPLOT. USER1)
PLOT(16) - Plot user2 function (overrides | MDSPLOT. USER2)
PLOT(17) - Plot user3 function (overrides | VMDSPLOT. USER3)

| MDNPLOT onl y:

PLOT - an array of flags indicating which functions to plot:

PLOT(0) - Plot didonega baa (overrides | NDNPLOT. BAA)
PLOT(1) - Plot didonega_bas (overrides | NDNPLOT. BAS)
PLOT(2) - Plot didonega_bap (overrides | NDNPLOT. BAP)
PLOT(3) - Plot didonmega dwba (overrides | MDNPLOT. DVBA)

| MDFPLOT onl y:

PLOT_FA - Plot average field intensity (overrides | MDFPLOT. FA)
PLOT_FS Plot s-field intensity (overrides | NDFPLOT. FA)
PLOT_FP - Plot p-field intensity (overrides | NMDFPLOT. FA)

The follow ng keywords are all 5-elenment arrays, specifying
how t he dependent variables are to appear. The 5-elenents
correspond to the [COLOR, LINESTYLE, THI CK, PSYM SYMSI ZE]
gr aphi cs keywor ds.

| MDSPLOT onl y:

RASTYLE - average reflectance style
RSSTYLE - s-reflectance style
RPSTYLE - p-reflectance style
PRSSTYLE - s-reflected phase style
PRPSTYLE - p-reflected phase style
TASTYLE - average transmittance style
TSSTYLE - s-transmttance style
TPSTYLE - p-transm ttance style
PTSSTYLE - s-transmitted phase style
PTPSTYLE - p-transmtted phase style
AASTYLE - average absorptance style
ASSTYLE - s-absorptance style
APSTYLE - p-absorptance style

| MDFPLOT onl y:

FASTYLE - average field intensity style
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FSSTYLE - s-field intensity style
FPSTYLE - p-field intensity style
| STYLE - interface |ine style (PSYM and SYMSI ZE are ignored)

NO NTERFACE - Set to inhibit I MDFPLOT fromdrawi ng the interface
l'i nes.

| MDCPLOT only:

CSTYLE - Chi~"2 style (PSYM and SYMSI ZE are ignored for contour
pl ot s)

PTSTYLE - Best fit point style (only PSYM and SYMSI ZE are used.)

PROCEDURE/ EXAMPLES:

I f you have cal cul ated optical properties, field intensities or
chi 2 values for only one independent variable (or fit
paraneter), then you need not worry about the follow ng

di scussion. Just type | MDSPLOT, | NMDFPLOT, or |NMDCPLOT at the
command line and a plot will appear.

On the other hand.. ..

In the case of I MDSPLOT and | MDFPLOT, if nore than one

(muti-val ued) independent variable is available, or in the case
of IMDCPLOT, if nore than one (multi-valued) fit paraneter is
avail abl e, the value of the I MD comon bl ock variable

| MDSPLOT. IV, | MDFPLOT. 1V, or | NMDCPLOT.FP determ nes what is
actually plotted. These three variables are bit-w se flags that
i ndi cate whether or not an independent variable (or fit
paraneter) is to be used as a continuous plot variable, or as a
di screte plot variable. That is, if bit O of IMDSPLOT.IV is

set, then the optical functions will be plotted versus incidence
angle; if bit 1 is set, then the optical functions will be set
versus wavel ength (or energy). |If other independent vari ables

are available (as listed in the Independent Variables List on
the main | MD widget), then other bits can be set as well.
Simlarly for | MDFPLOT. 1V, except bit O nowrefers to depth, bit
1 to incidence angle, bit 2 to wavelength, etc. | NMDCPLOT. FP
wor ks the same way, except each bit corresponds to an avail abl e
fit paranmeter that has been varied to construct the Chi”~2 array.

If two bits of I MDSPLOT. |V, |NDFPLOT.IV or | MDCPLOT. FP are
set, then a surface plot (or a contour plot in the case of
| MDCPLOT) will be created.

You will also need to set the value of |1VINDICES (or FPIND CES

in the case of I MDCPLOT), in order to specify discrete independent
variables or fit paraneters.
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EXAMPLE 1

Suppose you' ve conputed refl ectance vs incidence angle vs

wavel ength, for 20 incidence angles and 30 wavel engths. The | M
refl ectance variable (R) will thus be a 20x30 el enent array. To
pl ot Refl ectance vs Incidence Angle, for the wavel ength
corresponding to the 12th el enment of the wavel ength array,

use the foll ow ng commands:

| MD> i ndspl ot.iv=1
| MD> i ndspl ot, ivindices=[0, 12]

Alternatively, to plot reflectance vs. wavel ength, for the
angl e corresponding to the 9th el enent of the angle array,

type:

| MD> i ndspl ot.iv=2
| MD> i nmdspl ot, i vindi ces=[9, 0]

Finally, to produce a surface plot of reflectance vs angle vs
wavel engt h:

| MD> i ndsplot.iv=3
| MD> i nmdspl ot

EXAMPLE 2

Here's howto plot the results fromtw separate | MD cal cul ations
on the sanme plot:

IMD> rd=inmd_rd(file="filel.dat")
| MD> i ndspl ot

IMD> rd=ind_rd(file="file2.dat")
| MD> i ndspl ot, / over pl ot

O course you'll probably want to nake use of sonme of the other
keywords, in order to properly | abel and distingui sh between
the two data sets. For exanple, instead of the above, you
m ght try sonething |iKke:
IMD> rd=ind_rd(file="filel.dat")
| MD> i ndspl ot,clabel=["File 1'],s_I| abel pos=0
IMD> rd=ind_rd(file="file2.dat")
| MD> i ndspl ot,/overplot,clabel=["File 2'],rastyle=[2,0,0,0,0]
MODI FI CATI ON HI STORY:
David L. Wndt, Bell Labs, April 1997.
Many changes to IMD V4.0 - April, 1998.

wi ndt @el | -1 abs. com
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NAME:
| MDVPLOT
PURPCSE:
Produce plots of neasured data.
CALLI NG SEQUENCE:
| MDVPLOT
KEYWORD PARAMETERS:
The XTITLE, YTITLE, SUBTITLE, TITLE, CHARSIZE, OVERPLOT,
CURVE_LABEL_PGCS, LEGEND POS, NO LABEL, CLABEL and QSPACE
keywords work the sanme way as for | MDSPLOT/ | MNDNPLOT.
In addition, the MSTYLE keyword is an array specifying [ COLOR
LI NESTYLE, THI CK, PSYM and SYMSI ZE val ues for the neasured
dat a.
EXAVPLE:
Here's how to open an IMD data file, open a neasured data file
containing reflectance vs. incidence angle data, plot the I MD
data, and overpl ot your neasured data:
IMD> rd=ind_rd(file="file.dat")
| MD> i ndspl ot
IMD> inmd_ mrd,rd mcnd="eromx_ my msigy m,x mptr=0,y mptr=0
| MD>> i mdnpl ot, / over pl ot
MODI FI CATI ON HI STORY:
David L. Wndt, Bell Labs, April 1997.
April, 1998: Many changes upgrading to | MD V4.0.

wi ndt @el | -1 abs. com

C+

NAME:
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| MO _PLOT_LBL
PURPCSE:

A procedure to add labels to a plot.
CALLI NG SEQUENCE:

| MD PLOT_LBL,/OPLOT or /FPLOT or /CPLOT
| NPUTS:

OPLOT, FPLOT, CPLOT - indicates what type of plot to |abel.
KEYWORD PARANMETERS:

S LABEL_POCS

FP_LABEL_POS

APFQ LABEL_PCS

See the description of these keywords in the
| MDSPLOT/ | MNDFPLOT/ | MDCPLOT docunent ati on above.

Setting these keywords overrides the current value of the
correspondi ng fl ags:

| MOSPLOT. S_LABEL, | MOFPLOT. S_LABEL, | MDCPLOT. S_LABEL,
| MDSPLOT. FP_LABEL, | MDCPLOT. FP_LABEL,

| MDSPLOT. APFQ_LABEL, | NDFPLOT. APFQ_LABEL, | MDCPLOT. APFQ_LABEL;

MCDI FI CATI ON HI STORY:

David L. Wndt, Bell Labs, April 1997.
w ndt @el | -1 abs. com

Back | Contents | Next
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Appendix B- Notes for IDL programmers

(Be warned that if you don't do much IDL programming, you might be frightened by what's contained in
B.2 and especidly B.3)

B.1 Customizing the installation

B.2 Some IMD functions and procedure

B.3 Reading measured data files

B.4 IMD common block variables

Back | Contents | Next
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B.4 IMD COMMON block variables

Listed here, for those of you who might actually be interested in such things, are all the IMD COMMON blocks. All of
these COMMON block variables are accessible from the IDL command line, whenever you see the IMD prompt. I'm only
going to describe the variables that you really ought to be concerned with (to the extent that you wish to be concerned.)

Click hereto go directly to the COMMON IMD_VARS section, containing the variables you are most likely to use when
defining user-functions (as described in Section 2.3).

; COMWON I MD, $
; | MD, | NDHOVE, | MD_NKPATH, | MD_NKPATH_PTR, $
; | MDSPLOT, | MDSPLOT_FC, | MDSPLOT_BANGPY, $

; | MDNPLOT, | MDNPLOT_FC, $

; | MDFPLOT, | MDFPLOT_FC, $

; | MDCPLOT, | MDCPLOT_FC, $

; | MDPRI NT

; IMD - A structure largely controlling the behavior of IMD. The only

: | MD.
: | MD.

; | MD.

;| \VD.
; | MD.
;| \VD.
;I MD.
;| \VD.
;I MD.
;| \VD.

: | MD.

tags you mght need to be concerned with are:

ANGLEUNI TS PTR - Pointer for angle units: O=nornmal, 1=grazing.
PHOTONUNI TS _PTR - Pointer for photon units: 0=A, 1=nm 2=um 3=eV, 4=keV.

LAYERUNI TS PTR - Pointer for layer (length) units: 0=A, 1=nm 2=um

Y M- Measured data dependent variable pointer.

X M - Measured data independent variable pointer.

RD M CVMD - Read neasured data command.

LIMT M- Flag to indicate whether or not to |imt neasured data.

X M RANGE - 2-elenment array specifying the X Mrange of valid neasured data.
X M OFFSET - O fset factor to be added to X M dat a.

X M SCALE - Scale factor to be applied to X M dat a.

Y MOFFSET - Ofset factor to be added to Y_M dat a.
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| MD. Y_M SCALE - Scale factor to be applied to Y_M dat a.

| MDSPLOT - A structure controlling the behavior of the | MDSPLOT
procedure, containing the follow ng tags:

| MDSPLOT. XAXI' S - 4-el enent array corresponding to TYPE, RANGE(O0:1), and STYLE
| MDSPLOT. YAXIS - 4-elenment array corresponding to TYPE, RANGE(O0:1), and STYLE
| MDSPLOT. PYAXI S - 4-elenment array corresponding to TYPE, RANGE(O: 1), and STYLE
| MDSPLOT. ZAXI' S - 4-el enent array corresponding to TYPE, RANGE(O0:1), and STYLE
| MDSPLOT. IV - Bit-wise flag for independent vari abl es.

| MDSPLOT. | VINDI CES - Array indices for independent vari abl es.
| MDSPLOT. M - Pl ot neasured data flag

| MDSPLOT. RA - Pl ot average reflectance fl ag

| MDSPLOT. RS - Pl ot s-reflectance flag.

| MDSPLOT. RP - Plot p-reflectance fl ag.

| MDSPLOT. PRS - Plot s-reflected phase flag.

| MDSPLOT. PRP - Plot p-reflected phase flag.

| MDSPLOT. PSI - Plot ellipsonetric psi flag.

| MDSPLOT. DELTA - Plot ellipsonetric delta flag.

| MDOSPLOT. TA - Pl ot average reflectance fl ag

| MDSPLOT. TS - Plot s-transmittance fl ag.

| MDSPLOT. TP - Plot p-transmittance fl ag.

| MDSPLOT. PTS - Plot s-transmtted phase fl ag.

| MOSPLOT. PTP - Plot p-transmtted phase fl ag.

| MDSPLOT. AA - Pl ot average absorptance fl ag

| MDSPLOT. AS - Pl ot s-absorptance fl ag.

| MDSPLOT. AP - Pl ot p-absorptance fl ag.

| MDSPLOT. USER1 - Pl ot userl flag.

| MDSPLOT. USER2 - Pl ot user2 fl ag.

| MDSPLOT. USER3 - Pl ot user3 fl ag.

| MDSPLOT. RASTYLE - Style paraneters for average refl ectance

| MDSPLOT. RSSTYLE - Style parameters for s-reflectance

| MDSPLOT. RPSTYLE - Style paraneters for p-reflectance

| MDSPLOT. PRSSTYLE - Style paraneters for s-reflected phase

| MDSPLOT. PRPSTYLE - Style paraneters for p-reflected phase

| MDSPLOT. PSI STYLE - Style parameters for psi

| MDSPLOT. DELTASTYLE - Style paranmeters for delta

| MDSPLOT. TASTYLE - Style paraneters for average transmttance
| MDSPLOT. TSSTYLE - Style paraneters for s-transnittance

| MDSPLOT. TPSTYLE - Style paraneters for p-transmttance

| MDSPLOT. PTSSTYLE - Style paraneters for s-transmtted phase
| MDSPLOT. PTPSTYLE - Style paraneters for p-transmtted phase
| MDSPLOT. AASTYLE - Style paraneters for average absorptance

| MDSPLOT. ASSTYLE - Style paraneters for s-absorptance

| MDSPLOT. APSTYLE - Style paraneters for p-absorptance

| MDSPLOT. USERLSTYLE - Style paraneters for userl

| MDSPLOT. USER2STYLE - Style paraneters for user?2

| MDSPLOT. USER3STYLE - Style paraneters for user3
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| MDSPLOT. MSTYLE - Style paraneters for average reflectance

| MDSPLOT. MCLABEL - Curve | abel for neasured data.

| MDSPLOT. MCURVE_LABEL _PCS - Curve | abel position for neasured data.

| MDSPLOT. TITLE - Title

| MDSPLOT. AUTO TI TLE - Autonmatically generate titles.

| MDSPLOT. SUBTI TLE - Subtitle

| MDSPLOT. AUTO _SUBTI TLE - Automatically generate subtitles.

| MDSPLOT. XTI TLE - Xtitle

| MDSPLOT. AUTO XTI TLE - Automatically generate xtitle

| MDSPLOT. YTI TLE - Ytitle

| MDSPLOT. AUTO _YTI TLE - Autonmatically generate ytitle

| MDSPLOT. PYTI TLE - Phase title

| MDSPLOT. AUTO PYTI TLE - Automatically generate phase title

| MDSPLOT. ZTI TLE - Ztitle

| MDSPLOT. AUTO ZTI TLE - Autonmatically generate ztitle

| MDSPLOT. CHARSI ZE - Charsi ze

| MDSPLOT. S LABEL_POS - Position for structure |abe

| MDSPLOT. APFQ LABEL _POS - Position for ares/pres/f/q | abe

| MDSPLOT. FP_LABEL POCS - Position for fit paraneters | abe

| MDSPLOT. LEGEND: O - O0: use curve_label, 1. use legend, -1: no | egend

| MDSPLOT. CURVE_LABEL_POS - Curve_l abel position

| MDSPLOT. CLABEL - Curve | abels

| MDSPLOT. LEGEND POCS - Position for |egend.

| MDSPLOT. BANGX - Private copy of Ix

| MDSPLOT. BANGY - Private copy of !y

| MDSPLOT. BANGZ - Private copy of !z

| MDSPLOT. BANGPY - Private copy of !y used for phase plots

| MDSPLOT. BANGP - Private copy of Ip

| MDSPLOT. WKSI ZE - Pl ot wi ndow X si ze

| MDSPLOT. WYSI ZE - Pl ot wi ndow Y size

| MDSPLOT. QSPACE - Flag for qg-space plots

| MDSPLOT. THREED - Flag for type of 2D plot.

| MDSPLOT. C_NLEVELS - Nunber of contour |evels for contour plots.

| MDSPLOT. HORI ZONTAL- Hori zontal keyword to surface

| MDSPLOT. CURSOR_VALUE - Cursor function pointer.

| MDSPLOT. STATS_FUNCTION - Statistics function pointer.

| MDSPLOT. STATS FLAGS - Array of flags for conputing statistics

| MDSPLOT. STATS - Array of statistics val ues.

| MDSPLOT. STATS PRECI SION - Array of integers specifying statistics

di spl ay precision

| MDSPLOT. RO _RANGE - 2-elenent array of substrates for RO

| MDSPLOT. RO _MARK FLAG - flag to indicate that the RO is in the
process of being marked.

| MDSPLOT. RO - flag to indicate RO.

| MDNPLOT - A structure controlling the behavior of the | MODNPLOT
procedure, containing the follow ng tags:

| MDNPLOT. XAXI' S - 4-elenent array corresponding to TYPE, RANGE(O0:1), and STYLE
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| MDNPLOT. YAXI S - 4-el enent array corresponding to TYPE, RANGE(0:1), and STYLE
| MDNPLOT. ZAXI S - 4-elenment array corresponding to TYPE, RANGE(O: 1), and STYLE
| MDNPLOT. IV - Bit-wise flag for independent vari abl es.

| MDNPLOT. | VINDI CES - Array indices for independent vari ables.

| MDNPLOT. M - Pl ot neasured data fl ag

| MDNPLOT. BAA - Pl ot di donega_baa

| MDNPLOT. BAS - Pl ot di donega_bas

| MDNPLOT. BAP - Pl ot di donega_bap

| MDNPLOT. DW\BA - Pl ot di donmega_dwba

| MDNPLOT. BAASTYLE - Style paranmeters for di donega_baa

| MDNPLOT. BASSTYLE - Style paraneters for di donmega_bas

| MDNPLOT. BAPSTYLE - Style paraneters for di donega_bap

| MDNPLOT. DWABASTYLE - Style paraneters for di donmega_dwba

| MDNPLOT. MSTYLE - Style paraneters for average refl ectance

| MDNPLOT. MCLABEL - Curve | abel for neasured data.

| MDNPLOT. MCURVE_LABEL_POS - Curve | abel position for nmeasured data.
| MDNPLOT. TITLE - Title

| MDNPLOT. AUTO TI TLE - Automatically generate titles.

| MDNPLOT. SUBTI TLE - Subtitle

| MDNPLOT. AUTO SUBTI TLE - Automatically generate subtitles.

| MDNPLOT. XTI TLE - Xtitle

| MDNPLOT. AUTO XTI TLE - Autonmatically generate xtitle

| MDNPLOT. YTI TLE - Ytitle

| MDNPLOT. AUTO _YTI TLE - Automatically generate ytitle

| MDNPLOT. PYTI TLE - Phase title

| MDNPLOT. AUTO _PYTI TLE - Automatically generate phase title

| MDNPLOT. ZTI TLE - Ztitle

| MDNPLOT. AUTO ZTI TLE - Automatically generate ztitle

| MDNPLOT. CHARSI ZE - Charsi ze

| MDNPLOT. S LABEL_PCS - Position for structure | abel

| MDNPLOT. APFQ LABEL _PCS - Position for ares/pres/f/q | abel

| MDNPLOT. FP_LABEL_PCS - Position for fit paraneters | abel

| MDNPLOT. LEGEND: 0 - 0: use curve_ label, 1: use legend, -1: no | egend
| MDNPLOT. CURVE_LABEL _POS - Curve_l abel position

| MDNPLOT. CLABEL - Curve | abels

| MDNPLOT. LEGEND_POCS - Position for |egend.

| MDNPLOT. BANGX - Private copy of !x

| MDNPLOT. BANGY - Private copy of !y

| MDNPLOT. BAN&Z - Private copy of !z

| MDNPLOT. BANGP - Private copy of !p

| MDNPLOT. WKSI ZE - Pl ot wi ndow X si ze

| MDNPLOT. WYSI ZE - Pl ot wi ndow Y size

| MDNPLOT. QSPACE - Flag for qg-space plots

| MDNPLOT. THREED - Fl ag for type of 2D plot.

| MDNPLOT. C_NLEVELS - Nunber of contour |levels for contour plots.
| MDNPLOT. HORI ZONTAL- Hori zontal keyword to surface

| MDNPLOT. CURSCOR_VALUE - Cursor function pointer.

| MDNPLOT. STATS FUNCTION - Statistics function pointer.

| MDNPLOT. STATS FLAGS - Array of flags for conputing statistics

| MDNPLOT. STATS - Array of statistics val ues.

| MDNPLOT. STATS PRECI SION - Array of integers specifying statistics
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di spl ay precision
| MDNPLOT. RO _RANGE - 2-elenment array of substrates for RO
| MDNPLOT. RO _MARK FLAG - flag to indicate that the RO is in the
process of bei ng marked.
| MODNPLOT. RO - flag to indicate RO.

| MDFPLOT - A structure controlling the behavior of the | MDFPLOT
procedure, containing the follow ng tags:

| MDFPLOT. XAXI' S - 4-el enent array corresponding to TYPE, RANGE(O0:1), and STYLE
| MDFPLOT. YAXI S - 4-elenent array corresponding to TYPE, RANGE(O0:1), and STYLE
| MDFPLOT. ZAXI S - 4-elenent array corresponding to TYPE, RANGE(O:1), and STYLE
| MDFPLOT. IV - Bit-wise flag for independent vari ables.

| MDFPLOT. | VINDI CES - Array indices for independent vari ables.

| MDFPLOT. FA - Pl ot average field intensity flag

| MOFPLOT. FS - Plot s-field intensity flag.

| MDOFPLOT. FP - Plot p-field intensity flag.

| MDFPLOT. FASTYLE - Style parameters for average field intensity

| MDFPLOT. FSSTYLE - Style paraneters for s-field intensity

| MDFPLOT. FPSTYLE - Style paraneters for p-field intensity

| MDFPLOT. TITLE - Title

| MDFPLOT. AUTO TI TLE - Autonmatically generate titles.

| MDFPLOT. SUBTI TLE - Subtitle

| MDFPLOT. AUTO _SUBTI TLE - Automatically generate subtitles.

| MDFPLOT. XTI TLE - Xtitle

| MDFPLOT. AUTO XTI TLE - Automatically generate xtitle

| MDFPLOT. YTI TLE - Ytitle

| MDFPLOT. AUTO_YTI TLE - Automatically generate ytitle

| MDFPLOT. ZTI TLE - Ztitle

| MDFPLOT. AUTO ZTI TLE - Automatically generate ztitle

| MDFPLOT. CHARSI ZE - Charsi ze

| MDFPLOT. S LABEL _POS - Position for structure |abe

| MDFPLOT. APFQ LABEL _PCS - Position for ares/pres/f/q | abe

| MDFPLOT. LEGEND: O - 0: use curve |label, 1. use legend, -1: no | egend
| MDFPLOT. CURVE _LABEL PCS - Curve_| abel position

| MDFPLOT. CLABEL - Curve | abels

| MDFPLOT. LEGEND POCS - Position for |egend.

| MDFPLOT. BANGX - Private copy of !x

| MDFPLOT. BANGY - Private copy of !y

| MDFPLOT. BANGZ - Private copy of !z

| MDFPLOT. BANGP - Private copy of !p

| MDFPLOT. WKSI ZE - Pl ot wi ndow X si ze

| MDFPLOT. WYSI ZE - Pl ot wi ndow Y size

| MDFPLOT. QSPACE - Flag for qg-space plots

| MDFPLOT. THREED - Flag for type of 2D plot.

| MDFPLOT. C_NLEVELS - Nunber of contour |evels for contour plots.

| MDFPLOT. HORI ZONTAL- Hori zontal keyword to surface
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IMD B.4. IMD COMMON block variables

| MDCPLOT - A structure controlling the behavior of the | MDCPLOT
procedure, containing the follow ng tags:

| MDCPLOT. XAXI' S - 4-el enent array corresponding to TYPE, RANGE(O0:1), and STYLE
| MDCPLOT. YAXI S - 4-elenent array corresponding to TYPE, RANGE(O:1), and STYLE
| MDCPLOT. FP - Bit-wise flag for fit paraneters.

| MDCPLOT. FPI NDI CES - Array indices for fit paraneters.

| MDCPLOT. CSTYLE - Style paraneters for Chi”2.

| MDCPLOT. PTSTYLE - Style paranmeters for best-fit point

| MDCPLOT. TITLE - Title

| MDCPLOT. AUTO TI TLE - Autonatically generate titles.

| MDCPLOT. SUBTI TLE - Subtitle

| MDCPLOT. AUTO _SUBTI TLE - Automatically generate subtitles.

| MDCPLOT. XTI TLE - Xtitle

| MDCPLOT. AUTO XTI TLE - Automatically generate xtitle

| MDCPLOT. YTI TLE - Ytitle

| MDCPLOT. AUTO _YTI TLE - Autonatically generate ytitle

| MDCPLOT. CHARSI ZE - Charsi ze

| MDCPLOT. S LABEL_PCS - Position for structure | abel

| MDCPLOT. APFQ LABEL PCOS - Position for ares/pres/f/q |abel

| MDCPLOT. FP_LABEL PCS - Position for fit paraneters | abel

| MDCPLOT. LEGEND: O - O0: use curve_ |l abel, 1: use legend, -1: no | egend
| MDCPLOT. CURVE_LABEL_POS - Curve_l abel position

| MDCPLOT. CLABEL - Curve | abels

| MDCPLOT. JO NT - O for independent, 1 for joint confidence intervals
| MDCPLOT. LEVEL - Confi dence | evel

| MDCPLOT. DCHI 2_LABEL_POS - Curve_| abel position for Delta(Chi”"2)

| MDCPLOT. DCHI 2LABEL - Curve | abels for Delta(Chi~2)

| MDCPLOT. LEGEND PCS - Position for |egend.

| MDCPLOT. BANGX - Private copy of Ix

| MDCPLOT. BANGY - Private copy of ly

| MDCPLOT. BAN&Z - Private copy of !z

| MDCPLOT. BANGP - Private copy of !p

| MDCPLOT. WKSI ZE - Pl ot wi ndow X si ze

| MDCPLOT. WYSI ZE - Pl ot wi ndow Y size

| MDCPLOT. @QSPACE - Flag for g-space plots

| MDCPLOT. THREED - Flag for type of 2D plot.

| MDCPLOT. C_NLEVELS - Nunber of contour |evels for contour plots.

COMMON | MD_PARS, $
| V, FP, FP_C, AMBI ENT, AVBI ENT_NC, AVBI ENT_F1F2,
LAYER, LAYER NC, LAYER F1F2, SUBSTRATE, SUBSTRATE NC, SUBSTRATE F1F2, $
| VO, AVBI ENTO, AVBI ENT_NCO, AVBI ENT_F1F20,
LAYERO, LAYER NCO, LAYER F1F20, SUBSTRATEO, SUBSTRATE NCO, SUBSTRATE_F1F20,
SEED

You shoul dn't be concerned with any variables in | MD_PARS.
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COVWON | MD_VARS, $
THETA, LAMBDA, | DVAR, FI TPAR, CHI _2, NC, Z, SI GVA, SI GVA_FROM PSD,
| NTERFACE, F, Q ARES, PRES, $
R RS, RP, PRS, PRP, PSI , DELTA,
T, TS, TP, PTS, PTP, A, AS, AP,
USER1, USER2, USER3
THETA - Incidence angles, in degrees from nornal.
LAMBDA - Wavel engths, in angstrons.
| DVAR - A structure containing i ndependent variabl e arrays.
Each tag of IDVAR is an array. i.e., IDVAR IVO = Theta,
| DVAR. | V1 = Lanbda, etc.
FITPAR - Simlar to IDVAR, but for Fit Paraneters.

CH 2 - Array of Chi”2 values. Dinensions are given by the
nunber of tags to FI TPAR

NC - Conplex array of indices of refraction. D nensions are equal to
N ELEMENTS(Z) +2 by N _ELEMENTS( LAMBDA)

Z - 1D array of layer thicknesses, in angstrons.
SIGVA - 1D array of interface roughnesses.

SI GVA FROM PSD - 1D array of flags indicating that the SIGVA val ue
for that interface is to be conputed fromthe PSD.

| NTERFACE - 1D array of interface profile pointers
F - Polarization factor

Q - Pol arization anal yzer sensitivity

ARES - Angul ar resolution, in degrees.

PRES - Spectral resolution, in angstrons.

R, RS, RP - Reflectance

PRS, PRP - Refl ected phases.

PSI, DELTA - Ellipsonetric Psi and Delta.

T, TS, TP - Transm ttance
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PTS, PTP - Transmtted phases
A, AS, AP - Absorptance
USER1, USER2, USER3 - User-defined functions.

Not e: the dinensions of the optical properties are determ ned by the
nunber of i ndependent vari abl es.

COMVON | MD_FPARS, PT_SPACI NG, AVMBI ENT_DEPTH, SUBSTRATE_DEPTH

Field calculation paranmeters. Don't nmess with these.

COVMON | MD_FVARS, DEPTH, | NT, | NTS, | NTP
DEPTH - Depth array (for field intensities)
INT, INTS, INTP - Field intensities.

Note: the dinensions of the field intensities are determ ned by the
nunber of i ndependent vari abl es.

COVMON | MD_NSVARS, Q RANGE, $
THETA I N, THETA_OUT, PHI, $
PSD XI _PERP, SIGVA D, $
PSD SIGVA R PSD XI PAR PSD H, $
PSD_OMEGA, PSD NU, PSD_ N, $
DI DOVEGA DWBA, DI DOVEGA_BAA, DI DOVEGA BAS, DI DOVEGA BAP

THETA IN - Ml ti-dinmensional array of Theta_in values, in degress
from nor nal

THETA QUT - Multi-dinensional array of Theta_ out values, in
degress from nornal .

PH - Scattering plane azinuthal angle, in degrees.

PSD Xl _PERP - Perpendicul ar correlation length, used with the
sigma_r/xi _par/H PSD nodel .

SIGVA D - 1D array of interface diffuseness val ues.
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PSD SIGVA R - 1D array of interface roughnesses.

PSD XI _PAR - 1D array of interface correlation |engths.
PSD H - 1D array of interface jaggedness factors.

PSD OMEGA - 1D array of interface volune el enent paraneters.
PSD NU - 1D array of interface rel axation paraneters.

PSD N - 1D array of interface PSD exponenets.

DI DOVEGA DWBA - Non-specul ar reflected intensity conputed fromthe
DWBA

DI DOVEGA BAS - s-pol ari zed conponent of non-specul ar refl ected
intensity conmputed using the BA

DI DOVEGA BAP - p-pol ari zed conponent of non-specul ar refl ected
intensity conmputed using the BA

DI DOVEGA BAA - pol ari zati on-averaged non-specul ar refl ected
intensity conmputed using the BA

COMVON IMD M X MY _M SI GY_M

XM Y M SIGY_ M- Masured data (in internal units, i.e., angstrons,
degrees, etc.)

COVMON | MD_F1F2, ATWI LI ST, ELEMENT LI ST, $
F1F2_COVPOUND NAME, F1F2_DENSI TY, FIF2_NUVBER, F1F2_ELEMENT, $
F1F2_LAVBDA, F1F2_N, F1F2_K, F1F2_AUTOPLOT

These are all variables used by the I MD_F1IF2TONK function. You shoul dn't
mess with any of these.

COMVON | MD_W DGET, $
MAI NW AMBW LAYW SUBW | VW OPEN_MW FI TW CPW FPW  $
PMFCW PPSDW PSAVW PFLDW NKVI EWN PNKPATHW PRI NTW F1F2W

Wdget ids. You definitely shouldn't nmess with these.
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COMVON | MD_STR, $
| V_STR, CP_STR, FP_STR, AMBI ENT_STR, LAYER_STR, SUBSTRATE_STR

Structure variable tenplates. You definitely shouldn't nmess with
t hese.

Back | Contents
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Appendix A - Optical Constants

A.1 The IMD optical constants database

A.2 Using your own optical constants

A.3 Creating new X-ray optical constants

Back | Contents | Next

file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/A.html [18/06/2002 17:02:04]



IMD Chapter 4. Problem solving and reporting bugs

Chapter 4. Problem solving and reporting bugs

Should you encounter a situation in which IMD stops running, the easiest thing to do is to start over from
scratch. That is, exit IDL, remove the IMD default configuration file, named i ndsave. dat , and start
IDL and IMD again. If you believe you have discovered a problem with IMD, please let me know about
it. Also, I'd be most interested to hear about any suggestions you might have for future improvements.

Note: Please understand that specifying many layers and many independent variables can easily
result in very large arrays which might consume memory exceeding what is available to IDL.
Should IDL run out of memory during a computation, you can try adjusting the value of the
SP_ MAX_ARRAY _SIZE and/lor NS MAX_ARRAY _SIZE variables, as described in Appendix

B.1

Note: There is a huge number of bugsin IDL 5.0 for Windows and Macintosh. Y ou are strongly
encouraged to upgradeto IDL 5.1/5.2: you will see adramatic difference!

| can be reached at windt@bell-labs.com. If you're reporting a problem, be sure to include as many
details about the problem as you can.

Back | Contents | Next
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IMD 3.2. Specifying Fit Parameters

3.2 Specifying Fit Parameters

To perform afit to your measured data, you must specify which parameters you wish to vary. Asin the case of selecting
independent variables, any parameters that describe the structure or the incident 'beam' can be chosen to be fit parameters (so
long asthey are not already designated as independent variables or coupled parameters.) So before specifying fit parameters,
make sure the structure and independent variables are defined appropriately.

Continuing with our example (having already specified the structure as asingle Au film, 40 nm thick,) to designate fit
parameters select the FIT PARAMETERS button on the main IMD widget, asin Figure 3.2.1.

Figure 3.2.1 Themain IMD widget as it appears when the FIT PARAMETERS button is selected.
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| L

Now pressthe Add button on the FIT PARAMETERS page. Y ou will be presented with the list of available fit parameters.
Y ou can choose as many parameters as you like, so long as the number of data points available is greater than the number of
fit parameters.

Note: The structure parameters you choose as fit parameters will be indicated as such in the Structure List after the fit
is completed.

In this example, | will choose two fit parameters: the refractive index, n, and the extinction coefficient, k of the Au film.

For each fit parameter selected, IMD will createaFi t Par anet er widget that allows you to specify aninitial value for
the parameter, and, optionally, constraints on the range of acceptable fit values.

Figure3.2.2 showstheFi t Par amet er widget corresponding to the refractive index of Au. Theinitial valueis
automatically set to the value of n for Au at 400 nm obtained from the IMD optical constant database, i.e., n=1.657893.
Likewise, theinitial value for k is automatically set to 1.95601.

Figure3.22Fit Paranet er widget example.

Note: It'simportant to specify initial parameter values that are as close to the actual values as possible, or else the
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fitting algorithm may not converge. Although the actual parameter values are usually unknown (which is probably
why you're doing afit), try to make as good a guess as you can.

For our example, to make things (slightly) more interesting, | will set theinitial values for n and k to be far from the actua
values; I'll chooseinitial values of (n,k)=(1.,1.). To see what happensin this thrilling example, go to the Next page...

Back | Contents | Next

file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/3.2.html (3 of 3) [18/06/2002 17:02:05]



IMD 3.3. Curve-Fitting

3.3 Curve-Fitting

Oncetheinitial values (and optionally parameter constraints) have been set, select Cal cul ate->Fit Opti cal
Properties to Measured Dat a to performthefit. A new widget will appear indicating the progress of the fit
with each iteration.

Once the calculation is completed, the results will be saved to an IMD file automatically, unless you have disabled this
featureintheFi | e- >Pr ef er ences- >Aut o- Save. .. menu option.

Note: You can choose to save the measured data along with the calculation by selecting this option inthe Fi | e-
>Pr ef er ences- >Aut o Save. .. menu option.

The results of our example are shown in Figure 3.3.1. Thefit results are listed on the plot, showing the number of
iterations, the final Chi”2 value, and the initial and final values of the fit parameters. The fit results are also indicated on
the FIT PARAMETERS section of the main IMD widget, and theindividual Fi t Par anmet er s widgets are updated to
show the final fit parameter values as well.

Figure 3.3.1 Fit results.

file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/3.3.html (1 of 4) [18/06/2002 17:02:06]



IMD 3.3. Curve-Fitting

—
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There are several other parameters that you can adjust onthe Cur ve- Fi t Par anet er s widget which affect how the

fitis performed. Thiswidget is shown in Figure 3.3.2, and is accessible by pressing the Cur ve- Fi t

button in the FIT PARAMETERS section of the main IMD widget.

Par aneters. ..

. You can choose to use either the Marquardt (CURVEFIT) or Levenberg-Marquardt (MINPACK-1) fitting
algorithms.

. You can limit the Maximum number of iterations, and you can specify the Acceptance tolerance: the fitting will
stop when the decrease in the (reduced) Chi ~2 statistic isless than the Acceptance tolerance in one iteration.

file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/3.3.html (2 of 4) [18/06/2002 17:02:06]
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. You can designate the Weighting factor: if you have loaded in measured data that includes estimated uncertainties
(non-zero SIGY _m), then you should use I nstrumental weighting: 1/SIGY _m” 2. Otherwise, you can use either
Statistical weighting: 1/Y_m, or no weighting. (See reference [15] for more details.)

. You can select L ogarithmic Fitting, in which case the Chi2 function will be computed from the logarithms of the
calculated and measured optical functions.

. You can add afixed offset and/or scale factor to the dependent variable, to account for a possible systematic error
in your data; or, you can set the offset and/or scale factor values to befit parametersif desired (using the Add
button on the FIT PARAMETERS section of the main IMD widget.

Figure3.3.2. TheCurve-Fit Par anet er s widget.

The results of amore complicated fitting example are shown in Figure 3.3.3. In this case, the X-ray reflectance of a W/Cr
bilayer film was fit, using eight fit parameters. (The IMD file used to produce this plot is called

exanpl es. dir/WCr _bi |l ayer. FI T. i nd; the measured datafileis called

exanpl es. di r/ WCr _bi | ayer . MEASURED. dat.)

Figure 3.3.3. Fit to X-ray reflectance data of a W/Cr bilayer film
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IMD2XPLOT: Specular Optical Functions a |
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3.4 Confidence Intervals

The abbreviated discussion of confidence intervals presented in this section is based largely on the methods described in
references [16] and [17]. Please consult those papers for afull discussion.

To quote Lampton, et al., "In parameter estimation, it isthe range of parameter values to which a theory isrestricted that is
the useful result of an experiment. The discrete best-fitting values of the parameters are essentially statistical artifacts subject
to a variety of correlated random errors originating in the counting statistics of the original data. If an experiment could be
repeated without systematic changes, best-fitting parameter values would differ, while their properly derived allowed ranges
will overlap."

Once you have performed afit, IMD can compute independent and joint confidence interval estimates on the fit parameters.
The confidence intervals are estimated by computing the value of the Chi” 2 statistic on agrid of pointsin parameter-space.
Although there is no limit on the number of fit-parameters you can select when performing curve-fitting in IMD, due to the
limit of 8-dimensional arrays imposed by IDL, you can only compute 8-dimensional confidence intervals. (If thisisa
problem for you, then you're probably doing something you shouldn't be doing anyway.)

To compute confidence intervals, you must first designate which fit parameters are to be included in the parameter space to
be examined. So, for each parameter of interest, you must check the box labelled Conput e confi dence interval s
for this paraneter,intheassociated Fit Par anet er widget. ShowninFigure3.4.1isthe Fit Par anet er
widget for the refractive index, n of the Au film in the example of the previous section.

Figure 3.4.1 Fit Parameter widget for refractive index, n
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= Fit Parameter | E |

For each fit parameter you select, you must specify the parameter grid over which the Chi” 2 statistic is to be computed. To
illustrate, in figure 3.4.1, because the best fit value for n is approximately 1.66, | have selected 21 parameter values, ranging
fromn=1.5t0 2.0. Similarly, | have selected 21 values for k, ranging from 1.9 to 2.1 (not shown.)

Once you have completed the parameter grid specifications for all fit parameters of interest, select the Cal cul at e-
>Conput e Confi dence I nterval s optionfromthe main IMD widget. IMD will then iterate through each of the
parameter val ues throughout the parameter-space grid you have defined, and compute the value of Chi” 2.

The actual method used to compute Chi” 2 at each point in the parameter space you have defined depends on what fraction of
the fit parameters you have specified for confidence interval generation. That is, if you have elected to compute confidence
intervalsfor al of the fit parameters used to perform the fit, then IMD will simply compute the value of the optical function
for each of the parameter values, and compare it with the measured data in order to compute the value of Chi” 2 at that point
in parameter space. On the other hand, if you have selected only some of the parameters for confidence interval generation,
then IMD will perform anon-linear, |east-squares fit to the data at each of the points in the parameter-space grid you have
defined, with the remaining fit parameters used as adjustable parameters to minimize Chi”~ 2 at that point in parameter
space. Thislatter option is useful if, for example, your fit parameters consist of amix of ‘interesting' and ‘uninteresting'
parameters. As an example, if you have derived optical constants, n and k, from reflectance vs. incidence angle data, and
have also used a Reflectance Offset as afit parameter to account for some offset in your data, then you might wish to
compute confidence intervals for n and k, but not for the Reflectance Offset.

After the calculation is completed, the results will be saved to an IMD file automatically, unless you have disabled this
featureintheFi | e- >Aut o- Save Pref er ences menu.

The confidence intervals will be displayed in another IMDXPLOT widget, as shown, for example in Figure 3.4.2:

Figure 3.4.2 Confidence Intervals plot.

— IMD>PLOT: Confidence Intervals a | _] |
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By checking the Cont i nuous Var i abl e boxes next to each of the fit parameters (in the FIT PARAMETERS area of the
IMDXPLOT widget,) you can display either 1D plots of Chi”™2 versus the parameter value, or 2D contour plots showing
contours of constant Chi”*2. You can usetheVal ue and| ndex widgetsfor non-continuous fit parameters to display
Chi” 2 plots for discrete parameter values, and you can used the FIXED CURVES buttons to overlay multiple confidence
intervals on the same plot.

The areaof the IMDXPLOT widget labelled CONFI DENCE LEVEL alows you to adjust which confidence level is
displayed, and, if you have computed confidence intervals for more than one parameter, whether independent or joint
confidence intervals are shown. These adjustments determine the value of Delta(Chi”2) that is displayed on the plots. That
is, the confidence interval corresponds to the region in parameter space for which the value of the Chi”2 statistic is less than
the minimum value (i.e., the value at the best-fit point) plus an amount Delta(Chi” 2). For example, if you have computed
confidence intervals for 2 fit parameters, then the 68% joint confidence interval corresponds to Delta(Chi”2) = 3.5, which is
the value of the Chi” 2 function for 2 parameters with significance 1-.68=.32. (Please refer to Lampton et al. for further
details.)

Shown in Figure 3.4.2 are 68% and 90% joint confidence intervals for n and k, for the example we have been discussing. The
meaning of these contoursisthe following: there is a 68% (90%) probability that the true values of n and k both lie within
the green (red) region displayed in the figure.
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IMD 1.3. Starting IMD

1.4 Starting IMD

Before you attempt to start IMD, make sure that thei nd directory isincluded in your IDL Path. Consult
the IDL manuals for instructions on how to do this.

To start IMD, at the IDL prompt type:
| DL> .run indstart

Thiswill load IMD and launch the main IMD program. If you exit IMD and wish to run it again during
the same IDL session, at the IDL prompt type:

| MD>> i nd

Note: You can define NORUN=1 before executing'. r un i ndst art ', to inhibit automatic
execution of thei nd procedure.

Note: On Unix platforms, the | DL__DEVI CE environment variable must be set to 'X.

Back | Contents | Next

file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/1.4.html [18/06/2002 17:02:08]



	MAIN MENU
	IMD/XOP-DOC
	IMD V4.0
	IMD
	IMD References
	file:///C|/Documents%20and%20Settings/srio/My%20Documents/XOP-DOC/extensions/imd/jap1998.pdf
	Microsoft Word - paper.doc
	IMD Table Of Contents
	IMD
	IMD Chapter 1. Getting Started
	IMD 1.1. System Requirements
	README
	IMD 1.2. Downloading IMD
	IMD 1.3. Installing IMD
	IMD B.1. Customizing the installation
	IMD A.2. Using your own optical constants
	IMD A.1. The IMD optical constant database
	APPENDIX 3 
	IMD 2.1. Selecting Materials
	IMD 2.2. Defining a Structure: Specifying Parameters
	IMD 2.3 Specifying Variables and Coupled Parameters
	IMD Chapter 2. Modelling
	IMD 2.4 Performing the computation
	IMD 2.5 Viewing, Printing and Saving the Results
	IMD Chapter 3. Measured Data and Parameter Estimation
	IMD 3.1. Using Your Measured Data
	IMD B.3. Reading measured data files
	IMD B.2 Some IMD functions and procedures
	IMD Appendix B. Notes for IDL programmers
	IMD B.4. IMD COMMON block variables
	APPENDIX A - Optical constants
	IMD Chapter 4. Problem solving and reporting bugs
	IMD 3.2. Specifying Fit Parameters
	IMD 3.3. Curve-Fitting
	IMD 3.4. Confidence Intervals
	IMD 1.3. Starting IMD


